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Foreword

Since the beginning of our technologies, we have been confronted with numerous
technological challenges such as finding the optimal solution of various problems
including control technologies, power sources construction, intelligent buildings,
and energy distribution among others. The first electrical energy distribution
network in USA, mechanical, electronical, or computational controllers can be
mentioned as an example. Technological development of those and related areas
has had and continues to have a profound impact on our civilization and life style.

Therefore, this book based on selected articles of international conference
‘‘Power, Control and Optimization’’, edited by Ivan Zelinka, Pandian Vasant, and
Nader Barsoum, is a timely volume to be welcomed by the community focused on
power control and optimization as well as computational intelligence community
and beyond.

The book consists of 11 selected papers and starts with a very interesting papers
about pseudo-gradient based particle swarm optimization method for nonconvex
economic dispatch. Readers can also find another interesting papers about energy
consumption impacted by climate, mathematical modeling of the influence of
thermal power plant on the aquatic environment, investigation of cost reduction in
residential electricity bill using electric vehicle at peak times or allocation, and
size evaluation of distributed generation using ANN model and among the others.

Chapter authors are to the best of our knowledge the originators or closely
related to the originators of presented ideas and its applications. Hence, this book
certainly is one of few books discussing the benefit from intersection of those
modern and fruitful scientific fields of research.

We hope that the book will be an instructional material for senior undergraduate
and entry-level graduate students working in the area of power technologies,
energy distribution or/and design of energy systems and its impact on environ-
ment. The book will also be a resource and material for practitioners who want to
apply problems of power systems and energy distribution to solve real-life prob-
lems in their challenging applications.

The decision to write this book was based on few facts. The main one is that the
research field on power systems and energy distribution, use and its impact on life
is an interesting area, which is under intensive research by many other branches of
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science today. This book is written to contain simplified versions of experiments
with the aim to show how, in principle, problems about power systems can be
solved.

It is obvious that this book does not encompass all aspects of power systems
and energy distribution fields of research due to limited space. Only the main ideas
and results of selected papers are reported here. The authors and editors hope that
the readers will be inspired to do their own experiments and simulations, based on
information reported in this book, thereby moving beyond the scope of the book.

This book is devoted to the studies of common and related subjects in intensive
research fields of power technologies. For these reasons, we believe that this book
will be useful for scientists and engineers working in the above-mentioned fields of
research and applications.

January 2013 Ivan Zelinka
Pandian Vasant
Nader Barsoum
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Pseudo-Gradient Based Particle Swarm
Optimization Method for Nonconvex
Economic Dispatch

Vo Ngoc Dieu, Peter Schegner and Weerakorn Ongsakul

Abstract This chapter proposes a pseudo-gradient based particle swarm optimi-
zation (PGPSO) method for solving nonconvex economic dispatch (ED) including
valve point effects, multiple fuels, and prohibited operating zones. The proposed
PGPSO is based on the self-organizing hierarchical particle swarm optimizer with
time-varying acceleration coefficients (HPSO-TVAC) with position of particles
guided by a pseudo-gradient. The pseudo-gradient here is to determine an
appropriate direction for the particles during their movement so that they can
quickly move to an optimal solution. The proposed method has been tested on
several systems and the obtained results are compared to those from many other
methods available in the literature. The test results have indicated that the pro-
posed method can obtain less expensive total costs than many others in a faster
computing manner, especially for the large-scale systems. Therefore, the proposed
PGPSO is favorable for online implementation in the practical ED problems.

Keywords Economic dispatch � Multiple fuel options � Particle swarm optimi-
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Nomenclature
ai, bi, ci fuel cost coefficients of unit i
ei, fi fuel cost coefficients of unit i reflecting valve-point effects
aij, bij, cij fuel cost coefficients for fuel type j of unit i
eij, fij fuel cost coefficients for fuel type j of unit i reflecting valve-point

effects
Bij, B0i, B00 B-matrix coefficients for transmission power loss
c1i, c1f initial and final values of cognitive acceleration factor, respectively
c2i, c2f initial and final values of social acceleration factor, respectively
c1, c2 cognitive and social acceleration coefficients, respectively
DRi ramp down rate limit of unit i

gp xðkÞid

� �
pseudo-gradient at point k for particle d of element i

N total number of generating units
ni number of prohibited operating zones of unit i
Np number of particles
PD total system load demand
Pi power output of unit i
Pi,high highest possible power output of generator i
Pi,low lowest possible power output of generator i
Pi,max maximum power output of generator i
Pi,min minimum power output of generator i
Pij,min minimum power output for fuel j of generator i
PL total transmission loss
Pl

ik lower bound for prohibited zone k of generator i
Pu

ik upper bound for prohibited zone k of generator i
URi ramp up rate limit of unit i
vid velocity of particle d for element i
xid position of particle d for element i
X set of units with prohibited operating zones
d xidð Þ direction indicator for position of element i in particle d

1 Introduction

The economic dispatch (ED) is used to determine the economical real power
output of the online units so as their total production cost is minimized while
satisfying the unit and system operating constraints [1, 2]. For mathematical
convenience, the objective function of the ED problem was approximated by a
single quadratic function [3], which is differentiable. Nevertheless, the input-
output characteristics of thermal generating units are more complicated due to the
effects of valve point loadings [4], multiple fuels [5], or prohibited zones [6].

2 V. N. Dieu et al.



Therefore, the practical ED problem should be formulated as a non-convex
objective function subject to complex constraints, which cannot be directly solved
by the mathematical programming techniques. Hence, more advanced techniques
have to be developed to deal with the optimization problem with multiple minima.

Several conventional methods have been applied for solving ED problems such
as gradient search, Newton’s method, dynamic programming (DP) [3], hierarchical
approach based on the numerical method (HNUM) [5], decomposition method
(DM) [6], lambda iteration method [7], Maclaurin series-based Lagrangian (MSL)
method [8], and novel direct search (NDS) [9]. Among these methods, the MSL and
NDS methods can directly deal with a non-convex ED problem with non-differ-
entiable objective. Although these methods can quickly find a solution for the
problem, the obtained results are still the local optimum solution, especially for the
large-scale systems. In general, the conventional methods are not effective for
implementation on the ED problems with non-differentiable objective function.
Recently, many methods based on artificial intelligence have been developed for
solving ED problems such as Hopfield neural network (HNN) [10, 11], genetic
algorithm (GA) [12], evolutionary programming (EP) [13], evolutionary algorithm
(EA) [14, 15], differential evolution (DE) [16], artificial bee colony (ABC) algo-
rithm [17], artificial immune system (AIS) [18], biogeography-based optimization
(BBO) [19], and particle swarm optimization (PSO) [20–27]. Among of them, the
HNN method which is based on the minimization of its energy function can be only
applied to the convex optimization problems with differentiable objective function.
Although this method can be implemented on large-scale problems, it suffers many
drawbacks such as large number of iterations, linear constraint requirement, and
local optimum solution. The others are the meta-heuristic search methods which are
based on a population for searching an optimal solution for the problems. These
search methods can overcome the drawbacks of the HNN and conventional
methods due to their ability to find near optimal solution for non-convex optimi-
zation problems. However, for the large-scale and non-smooth problems with
multiple minima these methods may suffer low solution quality and long compu-
tational time. Of all the meta-heuristic search methods, PSO is the most popular
method implemented for solving different ED problems due to its powerful search
ability, especially for nonconvex problems [21]. Several improvements for PSO
method have been proposed for solving nonconvex ED problems such as quantum-
inspired PSO (QPSO) [22], self-organizing hierarchical PSO (SOH_PSO) [23],
modified PSO (MPSO) [24, 25], PSO with modified stochastic acceleration factors
(PSO-MSAF) [26], new PSO with local random search (NPSO-LRS) [27], and
simulated annealing like PSO (SA-PSO) [28]. These improved PSO-based methods
can obtain higher solution quality than the conventional PSO method for compli-
cated nonconvex optimization problems. In addition to the single methods, hybrid
methods have been also developed for dealing with the nonconvex ED problems
such as hybrid technique integrating the uniform design with the genetic algorithm
(UHGA) [29], combining of chaotic differential evolution and quadratic pro-
gramming (DEC-SQP) [30, 31], self-tuning hybrid differential evolution (self-
tuning HDE) [32], and fuzzy adaptive particle swarm optimization algorithm with
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Nelder–Mead simplex search (FAPSO-NM) [33]. These hybrid methods utilize the
advantages of each element method to enhance their search ability for the complex
problems. Consequently, they become powerful search methods for obtaining
higher solution quality than the element methods. However, these hybrid methods
may be more complicated and slower than the element methods due to combination
of several operations.

In this chapter, a pseudo-gradient based particle swarm optimization (PGPSO)
method is proposed for solving nonconvex ED problems considering valve point
effects, multiple fuels, and prohibited operating zones. The proposed PGPSO is
based on the self-organizing hierarchical particle swarm optimizer with time-
varying acceleration coefficients (HPSO-TVAC) [34] with position of particles
guided by a pseudo-gradient [35]. The pseudo-gradient here is to determine an
appropriate direction for the particles during their movement so that they can
quickly move to an optimal solution. The proposed method has been tested on
several systems and the obtained results are compared to those from many other
methods available in the literature.

The remaining organization the chapter is as follows. The formulation of
nonconvex ED problems with valve point loading effects, multiple fuels, and
prohibited operating zones are presented in Sect. 2. The PGPSO method is
addressed in Sect. 3. The implementation of the PGPSO method to the nonconvex
ED problems is described in Sect. 4. The numerical results are followed in Sect. 5.
Finally, the conclusion is given.

2 Problem Formulation

The objective of an ED problem is to minimize the total cost of thermal generating
units of a system over some appropriate period (1 h typically) while satisfying
various constraints including system and unit operating constraints. Mathemati-
cally, the nonconvex ED problems are formulated as follows.

2.1 ED Problem with Valve Point Effects

The ED problem with valve point effects (VPE) is a non-smooth and non-convex
problem with multiple minima due to taking into consideration of ripples in the
heat-rate curve of boilers. The model of valve point loading effects has been
proposed in Walter and Sheble [36] by introducing a sinusoidal function added to
the quadratic fuel cost function. The objective of the problem is written as:

Min F ¼
XN

i¼1

FiðPiÞ ð1Þ

4 V. N. Dieu et al.



where the fuel cost function of unit i with VPE is represented by Sinha et al. [13]:

FiðPiÞ ¼ ai þ biPi þ ciP
2
i þ ei � sinðfi � ðPi;min � PiÞÞ

�� �� ð2Þ

subject to

1. Real power balance: The total real power output of generating units satisfies
total real load demand plus power loss:

XN

i¼1

Pi ¼ PD þ PL ð3Þ

where the power loss PL can be approximately calculated by Kron’s formula [3]:

PL ¼
XN

i¼1

XN

j¼1

PiBijPj þ
XN

i¼1

B0iPi þ B00 ð4Þ

2. Generator capacity limits: The real power output of generating units should be
within between their upper and lower bounds by:

Pi;min�Pi�Pi;max ð5Þ

2.2 ED Problem with Multiple Fuels

In the ED problem with multiple fuels (MF), the piecewise quadratic function is
used to represent the multiple fuels which are available for each generating unit
[5]. The fuel cost function of unit i is defined as [10]:

FiðPiÞ ¼

ai1 þ bi1Pi þ ci1P2
i ; fuel 1; Pi;min�Pi�Pi1

ai2 þ bi2Pi þ ci2P2
i ; fuel 2; Pi1\Pi�Pi2

. . .

aij þ bijPi þ cijP
2
i ; fuel j; Pij�1\Pi�Pi;max

8>>>><
>>>>:

ð6Þ

For generator i with j fuel options in (6), its cost curve is divided into j discrete
segments between lower limit Pi,min and upper limit Pi,max, in which each fuel type
is represented by a quadratic function with lower power output limit Pij-1 and
upper power output limit Pij.

Pseudo-Gradient Based Particle Swarm Optimization 5



The objective of the ED problem with multiple fuels is to minimize total
generator cost (1) with fuel cost function in (6) subject to the real power balance
constraint (3) and generator capacity limits (5).

2.3 ED Problem with Both Valve Point Effects and Multiple
Fuels

Thermal generating units can be supplied with multiple fuel sources and their
boilers have also valve points for controlling their power outputs [12]. The fuel
cost function of generating unit i is represented as:

FiðPiÞ ¼

Fi1ðPiÞ; fuel 1; Pi;min�Pi�Pi1

Fi2ðPiÞ; fuel 2; Pi1\Pi�Pi2

. . .

FijðPiÞ; fuel j; Pij�1\Pi�Pi;max

8>>><
>>>:

ð7Þ

where the fuel cost function for fuel type j of unit i is determined by:

FijðPijÞ ¼ aij þ bijPji þ cijP
2
ij þ eij � sinðfij � ðPij;min � PijÞÞ

�� �� ð8Þ

The objective of the ED problem with both valve point effects and multiple
fuels is to minimize total generator cost (1) with fuel cost function in (7) subject to
the real power balance constraint (3) and generator capacity limits (5).

2.4 ED Problem with Prohibited Operating Zones

In some practical cases, thermal generating units may have prohibited operating
zones (POZ) due to physical constraints on components of units. Consequently, the
whole operating region of a generating unit with prohibited operating zones will be
broken into several isolated feasible sub-regions [20].

The fuel cost function for each unit in the ED problem with POZ is a quadratic
function as in (2) neglecting the sinusoidal term and the equality and inequality
constraints for this problem include the real power balance constraint (3), gener-
ator capacity limits (5) for units having no POZ, and

1. Prohibited operating zones: For generating units with POZ, their entire feasible
operating zones are decomposed in feasible sub-regions and their feasible
operating points should be in one of the sub-regions as follows:

6 V. N. Dieu et al.



Pi 2
Pi;min�Pi�Pl

i1

Pu
ik�1�Pi�Pl

ik; k ¼ 2; . . .; ni

Pu
ini
�Pi�Pi;max

8><
>:

; 8i 2 X ð9Þ

2. Ramp rate constraints: The increased or decreased power output of a unit from
its initial operating point to the next one should not exceed its ramp up and
down rate limits. The ramp rate constraints are determined by:

Pi � Pi0�URi; if generation increases ð10Þ

Pi0 � Pi�DRi; if generation decreases ð11Þ

3 Pseudo-Gradient Based Particle Swarm Optimization

3.1 Self-organizing Hierarchical Particle Swarm Optimizer

PSO has become one of the most popular methods applied in various optimization
problems due to its simplicity and capability to find near optimal solution, espe-
cially for complicated and non-convex problems [37]. Several improvements have
been made to enhance the search ability of PSO to deal with more complicated and
larger-scale problems [21]. In this chapter, the new improvement is based on the
self-organizing hierarchical particle swarm optimizer with time-varying acceler-
ation coefficients (HPSO-TVAC) [34]. For the implementation of the HPSO-
TVAC on a n-dimension optimization problem, the position and velocity vectors
of particle d are represented by xd = [x1d, x2d, …, xnd] and vd = [v1d, v2d, …, vnd],
respectively. Suppose that the best previous position of particle d is represented by
pbestd = [p1d, p2d, …, pnd] and the best particle among all particles is represented
by gbest, the velocity and position of each particle in the next iteration (k ? 1) for
are calculated as follows:

vðkþ1Þ
id ¼ cðkÞ1 � rand1 � pbestðkÞd � xðkÞid

� �
þ cðkÞ2 � rand2 � gbestðkÞ � xðkÞid

� �

ð12Þ

if vid = 0 and rand3 \ 0.5 then

vid ¼ rand4 � vid;max else vid ¼ �rand5 � vid;max ð13Þ

xðkþ1Þ
id ¼ xðkÞid þ vðkþ1Þ

id ð14Þ

Pseudo-Gradient Based Particle Swarm Optimization 7



where randi, i = 1, 2, …, 5 are randomly generated numbers in [0, 1] and the
cognitive and social acceleration coefficients at iteration k are determined by:

cðkÞ1 ¼ ðc1f � c1iÞ
k

Itermax

þ c1i ð15Þ

cðkÞ2 ¼ ðc2f � c2iÞ
k

Itermax

þ c2i ð16Þ

where k is the iteration counter and Itermax is the maximum number of iterations.
The upper and lower bounds for each particle position xid are limited by the

maximum and minimum limits of the variable represented by the particle,
respectively. The velocity of each particle is limited in [-vid,max, vid,max], i = 1,
…, N, d = 1, …, Np, where the maximum and minimum velocities for element i of
particle d in the search space is determined by:

vid;max ¼ R� ðxid;max � xid;minÞ ð17Þ

vid;min ¼ �vid;max ð18Þ

where vid,max and vid,min are the maximum and minimum limits for element i of
particle d and R is the limit coefficient for maximum velocity of particles.

3.2 Pseudo-Gradient Concept

Pseudo-gradient is to determine the search direction for each individual in popu-
lation based methods [38]. The advantage of the pseudo-gradient is that it can
provide a good direction in the search space of a problem without requiring the
objective function to be differentiable. Therefore, the pseudo-gradient method is
suitable for implementation on the meta-heuristic search methods for solving non-
convex problems with multiple minima.

For a non-differentiable n-dimension optimization problem with objective
function f(x) where x = [x1, x2, …, xn], a pseudo-gradient gp(x) for the objective
function is defined as follows [35]: Supposed that xk = [xk1, xk2, …, xkn] is a point
in the search space of the problem and it moves to another point xl. There are two
abilities for this movement.

1. If f(xl) \ f(xk), the direction from xk to xl is defined as the positive direction.
The pseudo-gradient at point xl is determined by:

gpðxlÞ ¼ dðxl1Þ; dðxl2Þ; . . .; dðxlnÞ½ �T ð19Þ

8 V. N. Dieu et al.



where d(xli) is the direction indicator of element xi moving from point k to point
l defined by:

dðxliÞ ¼
1 if xli [ xki

0 if xli ¼ xki

�1 if xli\xki

8<
: ð20Þ

2. If f(xl) C f(xk), the direction from xk to xl is defined as the negative direction.
The pseudo-gradient at point xl is determined by:

gpðxlÞ ¼ 0 ð21Þ

The pseudo-gradient can also indicate a good direction similar to the conven-
tional gradient in the search space based on the two last points. From the defini-
tion, if gp(xl) = 0, it implies that a better solution for the objective function could
be found in the next step based on the direction indicated by the pseudo-gradient
gp(xl) at point l. Otherwise, the search direction at this point should be changed.

3.3 Proposed Pseudo-Gradient Based Particle Swarm
Optimization

In this chapter, the proposed PGPSO is a combination of the HPSO-TVAC and
pseudo-gradient. For implementation of the pseudo-gradient in the HPSO-TVAC,
the two points considered here corresponding to xk and xl are x(k) and x(k+1),
respectively. Therefore, the updated position for particles in (14) is rewritten as:

xðkþ1Þ
id ¼

xðkÞid þ a� d xðkþ1Þ
id

� �
� vðkþ1Þ

id

���
��� if gp xðkþ1Þ

id

� �
6¼ 0

xðkÞid þ vðkþ1Þ
id otherwise

(
ð22Þ

where a[ 0 is the acceleration factor for updating particle’s position.
In (22), if the pseudo-gradient is non-zero, the position of the involved particle

is quickly displaced to the global solution by its enhanced velocity; otherwise the
position is normally updated as in (14). The value of a can be adjusted so that a
particle can move faster or slower depending on the characteristic of each problem.
In fact, too large value of a may lead to optimal solution ignored since the particles
are at their limit positions while too small value of a may lead to particles trapped
in local minima in the search space. In our experience, the proper values of a can
be tuned in the range from 1 to 10.

The proposed PGPSO here is an improvement from the HPSO-TVAC method
with its search capability enhanced by the pseudo-gradient. The advantage of the
PGPSO is that its search capability is better than the HPSO-TVAC with the

Pseudo-Gradient Based Particle Swarm Optimization 9



support from the pseudo-gradient. During the search process, the particle’s
velocity will be accelerated if the pseudo-gradient indicates that the direction will
lead to minimization of the objective function. Consequently, the particle can
quickly move to the optimal position. In contrast, if the pseudo-gradient indicates
that the direction will not lead to minimization of the objective function, the
particle’s position will be updated as the conventional PSO method. Moreover, the
acceleration factor can be appropriately selected so that the particles can avoid
ignoring optimal position or being trapped in local minima. Therefore, the PGPSO
is a simple PSO method but more efficient than the HPSO-TVAC method, espe-
cially for nonconvex optimization problems with multiple minima.

4 Implementation of PGPSO to Nonconvex ED Problems

The proposed PGPSO here is implemented for the general problem which includes
all the generator characteristics and constraints from the formulated problems. For
properly handling the equality constraint of real power balance from the problem,
the slack variable method is used. In addition, a heuristic search is also applied for
a repairing strategy in case of prohibited zones violated. Other constraints for slack
unit limits are handled in the fitness function for the problem. Therefore, all the
constraints in the general problem are properly handled in the proposed PGPSO
method.

4.1 Calculation of Power Output for Slack Unit

To guarantee that the equality constraint (3) is always satisfied, a slack generating
unit is arbitrarily chosen and therefore its power output will be dependent on the
power outputs of remaining N - 1 generating units in the system. The method for
calculation of power output for the slack unit is given in Kuo [28].

4.2 Handling of Ramp Rate Constraints and POZ Violation

To handle the ramp rate limits, the highest and lowest possible power outputs of
units are determined based on their power output limits, initial power output and
ramp rate constraints as:

Pi;high ¼ minfPi;max; Pi0 þ URig ð23Þ

Pi;low ¼ maxfPi;min; Pi0 � DRig ð24Þ
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If the highest and lowest possible power outputs of a generating unit violate its
POZ, the new limits should be redefined. Suppose that the highest or lowest
possible power output of unit i violates its prohibited zone k, the new limit is
redefined as follows:

Pnew
i;high ¼ minfPi;high;P

l
ikg ð25Þ

or

Pnew
i;low ¼ maxfPi;low;P

u
ikg ð26Þ

When a unit operates in one of its prohibited zones, a repairing strategy is used
to force the unit either to move toward the lower bound or upper bound of that
zone. For making a decision based on the operating point of a unit located in one
of its prohibited zones, the middle point of each prohibited zone Pm

ik is firstly
determined by:

Pm
ik ¼

Pl
ik þ Pu

ik

2
ð27Þ

This middle point divides a prohibited zone in two sub-zones, the left and right
prohibited sub-zones with respect to the point. Therefore, the operating point Pi of
unit i violating its prohibited zone k will be adjusted by:

Pnew
i ¼ Pl

ik if Pi�Pm
ik

Pu
ik if Pi [ Pm

ik

�
ð28Þ

However, when ramp rate constraints are included, the strategy for handling the
POZ violation is more complicated. There are possibilities for adjusting the
operating point of unit i when violating its prohibited zone k based on its initial
power output Pi0 and the violated position as follows:

• If Pi [ Pm
ik then

Pnew
i ¼

max Pu
ik;Pi;low

� �
; if Pi0�Pu

ik
Pu

ik; if Pi0�Pl
ik and Pu

ik�Pi;high

min Pl
ik;Pi;high

� �
; if Pi0�Pl

ik and Pu
ik [ Pi;high

8<
: ð29Þ

• If Pi\Pm
ik then

Pnew
i ¼

min Pl
ik;Pi;high

� �
; if Pi0�Pl

ik
Pl

ik; if Pi0�Pu
ik and Pl

ik �Pi;low

max Pu
ik;Pi;low

� �
; if Pi0�Pu

ik and Pl
ik\Pi;low

8<
: ð30Þ
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4.3 Implementation of PGPSO

4.3.1 Initialization

A population of Np particles is represented by x = [x1, x2, …, xNp], where each
particle’s position xd = [P1d, …, Ps-1d, Ps+1d, …, PNd]T (d = 1, …, Np) repre-
senting for power output of N - 1 generating units is initialized by:

xð0Þid ¼ ð1þ randÞ � Pð0Þi ; i 6¼ s ð31Þ

where rand is a normally distributed stochastic number, Pi
(0) is the initial operating

point obtained by quadratic programming (QP) with quadratic objective function
neglecting power loss, and s is the slack unit which is initially selected.

For the obtained initial solution, its upper and lower limits based on the gen-
erator limits should be satisfied:

xid ¼
Pi;high if xid [ Pi;high

Pi;low if xid\Pi;low

xð0Þid otherwise

8<
: ; i 6¼ s ð32Þ

In addition, this initial solution should be also checked for POZ violation. If the
violation is found, the repairing strategy in Sect. 4.2 is used to move the operating
point to a feasible region. Based on the initial position of particles, the fitness
function FTd to be minimized corresponding to each particle for the considered
problem is calculated:

FTd ¼
XN

i¼1

FiðxidÞ þ Ks � Psd � Plim
s

� 	2 ð33Þ

where Ks is the penalty factor for the slack unit, Psd is the power output of the slack
unit calculated from Sect. 4.1 corresponding to particle d in the population, and the
power limits for the slack unit Ps

lim are determined based on its calculated output as
follows:

Plim
s ¼

Ps;high if Psd [ Ps;high

Ps;low if Psd\Ps;low

Psd otherwise

8<
: ð34Þ

where Ps,high and Ps,low are the highest and lowest possible power outputs of the
slack unit.

The initial position is set to best value of each particle’s position pbestd (d = 1,
…, Nd) and the particle’s position corresponding to the best fitness function in (33)
is set to the best particle gbest among all particles in the population.
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4.3.2 Calculation of Particle’s Velocity and Position

The obtained initial position of particles is used for calculation of their velocity.
The new velocity of particles is calculated as in (12–13) from the HPSO-TVAC
method. The position of particles is then updated with the guidance of pseudo-
gradient as in (22).

The new position of each particle should also satisfy their upper and lower
limits as in (32) and the repairing strategy in Sect. 4.2 is used if any POZ violation
is found. The new value of the fitness function is evaluated using (33) based on the
new particle’s position for determining the newly best position pbestd for each
particle and best global position gbest among all particles.

4.3.3 Stopping Criteria

The algorithm of the proposed PGPSO is terminated when the predefined maxi-
mum number of iterations Itermax is reached.

5 Numerical Results

The proposed PGPSO is tested on different systems corresponding to the formu-
lated problems. The algorithm of the PGPSO is coded in Matlab platform and run
100 independent trials for each test case on a 2.1 GHz PC with 2 GB of RAM. In
this chapter, the initial operating point is obtained by QP from optimization
toolbox in Matlab.

5.1 Selection of Parameters

In the proposed PGPSO method, some parameters are predetermined for dealing
with the systems such as cognitive acceleration and social factors, number of
particles Np, particle’s velocity limit coefficient R, updating accelerator factor a,
and maximum number of iterations Itermax. Among these parameters, the cognitive
acceleration and social factors can be easily fixed by c1i = c2f = 2.5,
c2i = c1f = 0.2 [23]. On the one hand, the penalty factor for the slack unit is large
enough and set to 104 for all systems. On the other hand, the number of particles
and maximum number of iterations depend on the dimension and complexity of
problems. The number of particles is chosen in the range from twice to twenty
times of the problem dimension while the maximum number of iterations is chosen
in the range from 100 to 500 iterations. In this chapter, these parameters are chosen
by experiments. For each problem, their value is first fixed at the low range and
then increased. If the obtained result after one run is considerably improved in
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comparison with the previous one, their value will be increased. Otherwise, the
obtained value is chosen as the proper value for multiple runs. In this chapter, the
value of R will be reduced by 10 % from its initial value for every 100-iteration
interval. By experiments, the values for the initial R and a can be chosen in a range
of [0.1, 0.5] and [1, 10], respectively. For tuning R, its value is initially set to 0.1
and the step is set to 0.05 in the range [0.1, 0.25] and 0.1 in the range [0.3, 0.5].

Table 1 Additional parameters of PGPSO

System No. of units Np Itermax Initial R a

Valve point effects 40 500 500 0.40 10.0
Multiple fuels 10 20 100 0.15 5.0
Prohibited operating zones 15 200 100 0.10 1.0
Valve point effects and multiple fuels 10 50 200 0.15 1.5

20 50 500 0.15 2.5
40 100 500 0.20 3.0
80 200 500 0.10 2.0

160 300 500 0.10 2.0

Table 2 Solution for 40-unit system with VPE

Unit Pgi (MW) Unit Pgi (MW)

1 110.8300 21 523.2797
2 110.8017 22 523.2841
3 97.4012 23 523.2808
4 179.7347 24 523.2798
5 92.6126 25 523.2801
6 139.9970 26 523.2837
7 259.6112 27 10.0000
8 284.6113 28 10.0000
9 284.6027 29 10.0037

10 130.0021 30 87.8077
11 168.8009 31 189.9993
12 168.7993 32 190.0000
13 214.7600 33 189.9986
14 304.5194 34 164.8063
15 394.2808 35 164.8018
16 394.2813 36 164.8468
17 489.2789 37 110.0000
18 489.2796 38 109.9999
19 511.2805 39 109.9994
20 511.2800 40 511.2830
Min cost ($/h) 121,415.2447
Average cost ($/h) 121,998.6771
Max cost ($/h) 122,746.9205
Standard deviation ($/h) 329.0243
Average CPU time (s) 5.895
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The value of a is also tuned by similar way by setting its initial value to 1.0 with
the step of 0.5 in the range [1, 3] and 1.0 in the range [4, 10]. By experiments, the
fine tuned parameters for each considered test system in this chapter are shown in
Table 1.

5.2 Systems with Valve Point Effects

The proposed PGPSO is tested on a large-scale system from [13] comprising 40
generating units supplying to a load demand of 10,500 MW neglecting power loss.
The optimal solution obtained by the proposed PGPSO method for this case is
given in Table 2.

Table 3 shows a comparison of total cost and computational time from the
proposed PGPSO method to those from improved fast EP (IFEP) [13], MSL [8],
MPSO [24], evolutionary strategy optimization (ESO) [14], DEC-SQP [30, 31],
self-tuning HDE [32], NPSO-LRS [27], NDS [9], SOH_PSO [23], QPSO [22],
ABC [17], SA-PSO [28], BBO [19], UHGA [29], improved coordinated aggre-
gation-based PSO (ICA-PSO) [39, 40], FAPSO-NM [33], DE [16], modified dif-
ferential evolution (MDE) [41], and integration of the variable DE with the fuzzy
adaptive PSO (FAPSO-VDE) [42]. Apparently, the PGPSO method obtains a less
total cost of 121,415.2447 ($/h) than the total cost of the other methods except the
MDE and FAPSO-VDE methods. Moreover, the PGPSO also obtains a higher

Table 3 Comparison of best
total cost and CPU time for
40-unit system with VPE

Method Total cost ($/h) CPU time (s)

IFEP [13] 122,624.35 1,167.35
MSL [8] 122,406.10 0.078
MPSO [24] 122,252.27 –
ESO [14] 122,122.16 0.261
DEC-SQP [30, 31] 121,741.98 14.26
Self-tuning HDE [32] 121,698.51 6.07
NPSO-LRS [27] 121,664.43 20.74
NDS [9] 121,647.40 4.0471
SOH_PSO [23] 121,501.14 –
QPSO [22] 121,448.21 –
ABC [17] 121,441.03 32.45
SA-PSO [28] 121,430.00 23.89
BBO [19] 121,426.95 1.1749
UHGA [29] 121,424.48 333.68
ICA-PSO [39], [40] 121,422.10 139.92
FAPSO-NM [33] 121,418.30 40
DE [16] 121,416.29 72.94
MDE [41] 121,414.79 –
FAPSO–VDE [42] 121,412.56 22
PGPSO 121,415.24 5.895
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quality solution in a faster manner with 5.895 s which is less than those from the
other methods except MSL, ESO, NDS, and BBO methods. The computational
time from IFEP, MSL, ESO, DEC-SQP, self-tuning HDE, NPSO-LRS, NDS,
ABC, BBO, UHGA, ICA-PSO, DE, and FAPSO–VDE were from a Pentium-II
350 MHz with 128 MB of RAM PC, Pentium IV 1.5 GHz with 512 MB of RAM
PC, Pentium IV PC, 1.1 AMD Athlon GHz with 112 MB of RAM, Pentium
1.5 GHz with 768 MB of RAM, Pentium IV 1.5 GHz with 128 MB of RAM,
Pentium IV 2.6 GHz with 512 MB of RAM, 1.7 GHz with 1 GB of RAM, Pen-
tium IV 2.3 GHz with 512 MB of RAM PC, Pentium IV 2.99 GHz PC, Pentium
IV 1.4 GHz PC, Intel 1.67 GHz with 1 GB of RAM PC, and Pentium-IV 3.0 GHz
PC, respectively. There is no computational time or computer processor reported
for the other methods. In fact, it may not be directly comparable the computational
time among the methods due to different computers and programming languages
used. However, the comparison of computational time can be considered as a basis
for estimation of their efficiency for dealing with the nonconvex ED problems.The
test results have indicated that the PGPSO is effective for solving nonconvex ED
with valve point effects.

5.3 System with Multiple Fuels

The test system from [10] comprises 10 generating units with multiple fuel
options. Various load demands are considered for this system including 2,400,
2,500, 2,600, and 2,700 MW neglecting power loss. The solutions for different

Table 4 Results for 10-unit system with MF

Unit Load demand of
2,400 MW

Load demand of
2,500 MW

Load demand of
2,600 MW

Load demand of
2,700 MW

Fi Pi (MW) Fi Pi (MW) Fi Pi (MW) Fi Pi (MW)

1 1 189.7807 2 206.4667 2 216.2074 2 218.3351
2 1 202.3332 1 206.5038 1 210.8414 1 211.5971
3 1 253.8521 1 265.8326 1 278.5687 1 280.6878
4 3 233.1025 3 235.9293 3 238.9349 3 239.6504
5 1 241.8250 1 257.9819 1 275.7003 1 278.4149
6 3 232.9748 3 235.9461 3 239.0876 3 239.6019
7 1 253.4319 1 269.0991 1 286.0002 1 288.6804
8 3 233.0516 3 235.9656 3 239.1758 3 239.4526
9 1 320.3100 1 331.3439 1 343.3878 3 428.8039

10 1 239.3382 1 254.9309 1 272.0959 1 274.7759
Min total cost ($/h) 481.7227 526.2389 574.3814 623.8095
Average total cost ($/h) 485.3323 531.7085 576.9959 626.7308
Max total cost ($/h) 507.3870 571.6084 598.7630 646.2601
Standard deviation ($/h) 5.4601 7.9350 4.0521 4.3292
CPU (s) 0.228 0.228 0.229 0.233
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system load demands are given in Table 4. The total costs obtained by the PGPSO
for the system with corresponding load demands of 2,400, 2,500, 2,600, and 2,700
are 481.7227 ($/h), 526.2389 ($/h), 574.3814 ($/h), and 623.8095 ($/h),
respectively.

A comparison of the best total costs and average computational times of the
PGPSO and HNUM [5], HNN [10], adaptive HNN (AHNN) [11], MPSO [24], AIS
[18], and augmented Lagrange Hopfield network (ALHN) [43] is made as in
Table 5. For this system, the best total costs from the PGPSO are less than those
from HNUM and HNN for the load demand of 2,400 MW and HNUM, HNN, and
AHNN for the load demand of 2,700 MW and close to those from the other
methods for the remaining cases. For the computational times, the PGPSO is faster
than HNUM, HNN, and AHNN and slightly slower than ALHN. The CPU times
from the HNUM, HNN, AHNN, and ALHN methods were from a VAX 11/780,
IBM PC-386, Compaq 90, and 2.1 GHz PC. There is no CPU time reported for the
AIS method. From the obtained results, it has shown that the PGPSO can obtain
the better solutions in a faster manner due to its powerful search ability.
Accordingly, the proposed PGPSO is effective for solving nonconvex ED with
multiple fuels.

Table 5 Comparison of best total costs and average CPU times for 10-unit system with MF

Method 2,400 MW 2,500 MW

Cost ($/h) CPU (s) Cost ($/h) CPU (s)

HNUM [5] 488.50 1.08 526.70 1.08
HNN [10] 487.87 *60 526.13 *60
AHNN [11] 481.72 *4 526.230 *4
MPSO [24] 481.723 – 526.239 –
AIS [18] 481.723 – 526.240 –
ALHN [43] 481.723 0.042 526.239 0.043
PGPSO 481.723 0.228 526.239 0.228

Method 2,600 MW 2,700 MW

Cost ($/h) CPU (s) Cost ($/h) CPU (s)

HNUM [5] 574.03 1.08 625.18 1.08
HNN [10] 574.26 *60 626.12 *60
AHNN [11] 574.37 *4 626.24 *4
MPSO [24] 574.381 – 623.809 –
AIS [18] 574.381 – 623.809 –
ALHN [43] 574.381 0.047 623.809 0.057
PGPSO 574.381 0.225 623.810 0.233
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5.4 System with Prohibited Operating Zones

The test system consists of 15 units supplying to a load demand of 2,630 MW,
considering ramp rate constraints and system power loss [20]. The results obtained
by the proposed PGPSO for this system are given in Table 6.

The result obtained by the PGPSO is compared to that from GA and PSO in [20],
AIS [18], SOH_PSO [23], MPSO [25], PSO-MSAF [26], and SA-PSO [28] as in
Table 7. The proposed method obtains a less total cost of 32,705.7533 ($/h) than
the best total cost from the other methods. In addition, the proposed method is
faster than GA, PSO, PSO-MSAF, and SA-PSO and slightly slower than
SOH_PSO. The GA and PSO, SOH_PSO, and PSO-MSAF methods were imple-
mented on a Pentium III 550 with 256 MB of RAM, Pentium IV 2.8 GHz with
512 MB of RAM, and Pentium IV 2.60 GHz with 512 MB of RAM, respectively.
There is no computational time reported for the AIS and MPSO methods. The result

Table 6 Results for 15-unit system with POZ

Unit Pi (MW) Unit Pi (MW)

1 454.9644 9 43.2998
2 380.0000 10 160.0000
3 130.0000 11 80.0000
4 130.0000 12 80.0000
5 170.0000 13 25.0721
6 460.0000 14 15.6087
7 430.0000 15 15.7862
8 85.9332
Power loss (MW) 30.6644
Total power (MW) 2,660.6644
Minimum total cost ($/h) 32,705.7533
Average total cost ($/h) 32,716.8369
Maximum total cost ($/h) 32,726.0751
Standard deviation ($/h) 4.0221
CPU time (s) 1.631

Table 7 Comparison of best total cost and average CPU time for 15-unit system with POZ

Method Power loss (MW) Total power (MW) Total cost ($/h) CPU time (s)

GA [20] 38.2782 2,668.40 33,113.00 4.95
PSO [20] 32.4306 2,662.40 32,858.00 2.74
AIS 18 32.4075 2,662.04 32,854.00 –
SOH_PSO [23] 32.2800 2,662.29 32,751.00 0.0936
MPSO [25] 29.9780 2,661.62 32,738.42 –
PSO-MSAF [26] 30.4900 2,660.49 32,713.09 19.15
SA-PSO [28] 30.9080 2,660.90 32,708.00 10.37
PGPSO 30.6644 2,660.66 32,705.75 1.632
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comparison has indicated that the PGPSO can obtain better solution quality than
many other methods for the nonconvex ED with POZ.

5.5 Systems with Both Valve Point Effects and Multiple
Fuels

5.5.1 10-unit System

The test system from [12] comprises 10 units with VPE and MF. This system
supplies to a load demand of 2,700 MW neglecting power loss. Table 8 shows the
result obtained by the proposed PGPSO for this system.

Table 8 Results for 10-unit
system with VPE and MF

Unit Fi Pi (MW)

1 2 218.5941
2 1 210.9690
3 1 280.6574
4 3 240.1769
5 1 279.6374
6 3 240.1769
7 1 290.0615
8 3 239.3707
9 3 427.7234

10 1 272.6326
Min total cost ($/h) 623.8431
Average total cost ($/h) 624.0979
Max total cost ($/h) 626.5191
Standard deviation ($/h) 0.5428
CPU time (s) 1.494

Table 9 Comparison of best
total cost and average CPU
time for 10-unit system with
VPE and MF

Method Total cost ($/h) CPU time (s)

CGA_MU [12] 624.7193 26.64
IGA_MU [12] 624.5178 7.32
PSO-LRS [27] 624.2297 1.81
NPSO [27] 624.1624 0.76
NPSO-LRS [27] 624.1273 1.60
RGA [15] 624.5081 4.1340
DE [15] 624.5146 2.8236
PSO [15] 624.5074 3.3852
PGPSO 623.8431 1.494
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The best total cost and average computational time from the proposed method
are compared to those from other methods such as conventional GA with multi-
plier updating (CGA_MU) and improved GA with multiplier updating (IGA_MU)
in Chiang [12], PSO with local random search (PSO-LRS), new PSO (NPSO), and
NPSO-LRS in Selvakumar and Thanushkodi [27], and real-coded GA (RGA),
PSO, and DE in Manoharan et al. [15] as in Table 9. Obviously, the total cost
obtained from the proposed method for this system is less than that from the other
methods. The proposed PGPSO is also faster than the CGA_MU, IGA_MU, PSO-
LRS, NPSO-LRS, RGA, PSO, and DE methods and slightly slower than the NPSO
method. The computational times for the CGA_MU and IGA_MU methods were
from a PIII-700 PC, the computational times for the PSO-LRS, NPSO, and NPSO-
LRS methods from a Pentium IV 1.5 GHz with 128 MB of RAM, and the com-
putational times for the CGA, PSO, and DE method from a Pentium IV 1.8 GHz
with 1 GB of RAM PC. Test result indicates that the PGPSO can obtain better
solution quality than many other methods for nonconvex ED problem with valve
point effects and multiple fuels.

Table 11 Comparison of average total cost and average CPU time for large-scale systems with
VPE and MF

Method No. of units Total cost ($) CPU time (s)

CGA_MU [12] 20 1,249.3893 80.48
40 2,500.9220 157.39
80 5,008.1426 309.41

160 10,143.7263 621.30
IGA_MU [12] 20 1,249.1179 21.64

40 2,499.8243 43.71
80 5,003.8832 85.67

160 10,042.4742 174.62
PGPSO 20 1,248.9623 4.078

40 2,499.6127 18.645
80 5,003.0250 43.191

160 10,032.4883 91.570

Table 10 Results for large-scale systems with VPE and MF

No. of units 20 40 80 160

Min total cost ($/h) 1,247.7326 2,495.6162 4,994.2781 10,004.7260
Average total cost ($/h) 1,248.9623 2,499.6127 5,003.0250 10,032.4883
Max total cost ($/h) 1,259.2242 2,512.9091 5,021.0196 10,107.1708
Standard deviation ($/h) 2.0378 3.8971 6.2272 17.0031
CPU time (s) 4.078 18.645 43.191 91.570
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5.5.2 Large-Scale Systems

The large-scale systems here consisting of 20, 40, 80, and 160 units are based
on the basic 10-unit system above. The considered systems are created by dupli-
cating the basic 10-unit system with the load demand adjusted proportionally to
the system size. The results obtained by the proposed method for these systems
including minimum costs, average costs, maximum costs, standard deviations, and
computational times are given in Table 10. For all systems, the difference between
the maximum and minimum costs obtained the proposed method is small and the
ratio between the standard deviation and the minimum cost is less than 0.17 %. In
Table 11, the average total costs and computational times from the PGPSO
method are compared to those from CGA_MU and IGA_MU methods in Chiang
[12]. The result comparison has shown that the proposed PGPSO can obtain better
average total costs with faster average computational times than both CGA_MU
and IGA_MU. Therefore, the proposed method is also effective for solving large-
scale nonconvex ED problems with valve point effects and multiple fuels.

6 Conclusion

In this chapter, the newly proposed PGPSO method has been efficiently imple-
mented for solving different nonconvex ED problems. The PGPSO method is a
novel improvement of PSO by combining the HPSO-TVAC method with the
pseudo-gradient to improve its search capability. The pseudo-gradient is efficient
for guiding the search direction for each individual in population based methods.
In addition, an efficient repairing strategy is also used for handling POZ violation
considering ramp rate constraints. With the new improvement, the proposed
PGPSO method is more effective than many other methods in solving nonconex
ED problems with multiple minima. The proposed method has been tested on
different systems with nonconvex generator’s characteristics including valve point
effects, multiple fuels, and prohibited operating zones. Test results have shown
that the proposed PGPSO can obtain better solution quality than many other
methods, leading substantial cost savings.

Appendix

The unit data for 40-unit system with valve point effects are given in Table A1.
The unit data for 10-unit system with multiple fuels is given in Table A2.
The unit data for 15-unit system with prohibited zones is given in Table A3 and

prohibited zones are given in Table A4.
The unit data for 10-unit system with valve pint effects and multiple fuels is

given in Table A5.
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Table A1 Unit data for 40-unit system with valve point effects

Unit ai ($/h) bi ($/MWh) ci ($/MW2h) ei ($/h) fi (1/MW) Pimin (MW) Pimax (MW)

1 94.705 6.73 0.0069 100 0.084 36 114
2 94.705 6.73 0.0069 100 0.084 36 114
3 309.54 7.07 0.02028 100 0.084 60 120
4 369.03 8.18 0.00942 150 0.063 80 190
5 148.89 5.35 0.0114 120 0.077 47 97
6 222.33 8.05 0.01142 100 0.084 68 140
7 287.71 8.03 0.00357 200 0.042 110 300
8 391.98 6.99 0.00492 200 0.042 135 300
9 455.76 6.6 0.00573 200 0.042 135 300

10 722.82 12.9 0.00605 200 0.042 130 300
11 635.2 12.9 0.00515 200 0.042 94 375
12 654.69 12.8 0.00569 200 0.042 94 375
13 913.4 12.5 0.00421 300 0.035 125 500
14 1,760.4 8.84 0.00752 300 0.035 125 500
15 1,728.3 9.15 0.00708 300 0.035 125 500
16 1,728.3 9.15 0.00708 300 0.035 125 500
17 647.85 7.97 0.00313 300 0.035 220 500
18 649.69 7.95 0.00313 300 0.035 220 500
19 647.83 7.97 0.00313 300 0.035 242 550
20 647.81 7.97 0.00313 300 0.035 242 550
21 785.96 6.63 0.00298 300 0.035 254 550
22 785.96 6.63 0.00298 300 0.035 254 550
23 794.53 6.66 0.00284 300 0.035 254 550
24 794.53 6.66 0.00284 300 0.035 254 550
25 801.32 7.1 0.00277 300 0.035 254 550
26 801.32 7.1 0.00277 300 0.035 254 550
27 1,055.1 3.33 0.52124 120 0.077 10 150
28 1,055.1 3.33 0.52124 120 0.077 10 150
29 1,055.1 3.33 0.52124 120 0.077 10 150
30 148.89 5.35 0.0114 120 0.077 47 97
31 222.92 6.43 0.0016 150 0.063 60 190
32 222.92 6.43 0.0016 150 0.063 60 190
33 222.92 6.43 0.0016 150 0.063 60 190
34 107.87 8.95 0.0001 200 0.042 90 200
35 116.58 8.62 0.0001 200 0.042 90 200
36 116.58 8.62 0.0001 200 0.042 90 200
37 307.45 5.88 0.0161 80 0.098 25 110
38 307.45 5.88 0.0161 80 0.098 25 110
39 307.45 5.88 0.0161 80 0.098 25 110
40 647.83 7.97 0.00313 300 0.035 242 550

22 V. N. Dieu et al.



Table A2 Unit data for 10-unit system with multiple fuels

Unit Fuel type aij ($/h) bij ($/MWh) cij ($/MW2h) Pijmin (MW) Pijmax (MW)

1 1 26.97 -0.3975 0.002176 100 196
2 21.13 -0.3059 0.001861 196 250

2 2 1.865 -0.03988 0.001138 50 114
3 13.65 -0.198 0.00162 114 157
1 118.4 -1.269 0.004194 157 230

3 1 39.79 -0.3116 0.001457 200 332
3 -2.876 0.03389 0.000804 332 388
2 -59.14 0.4864 1.18E-05 388 500

4 1 1.983 -0.03114 0.001049 99 138
2 52.85 -0.6348 0.002758 138 200
3 266.8 -2.338 0.005935 200 265

5 1 13.92 -0.08733 0.001066 190 338
2 99.76 -0.5206 0.001597 338 407
3 -53.99 0.4462 0.00015 407 490

6 2 1.983 -0.03114 0.001049 85 138
1 52.85 -0.6348 0.002758 138 200
3 266.8 -2.338 0.005935 200 265

7 1 18.93 -0.1325 0.001107 200 331
2 43.77 -0.2267 0.001165 331 391
3 -43.35 0.3559 0.000245 391 500

8 1 1.983 -0.03114 0.001049 99 138
2 52.85 -0.6348 0.002758 138 200
3 266.8 -2.338 0.005935 200 265

9 3 14.23 -0.01817 0.000612 130 213
1 88.53 -0.5675 0.001554 213 370
3 14.23 -0.01817 0.000612 370 440

10 1 13.97 -0.09938 0.001102 200 362
3 46.71 -0.2024 0.001137 362 407
2 -61.13 0.5084 4.16E-05 407 490

Table A3 Unit data for 15-unit system with prohibited zones

Unit ai ($/
h)

bi ($/
MWh)

ci ($/
MW2h)

Pimin

(MW)
Pimax

(MW)
Simax

(MW)
URi

(MW)
DRi

(MW)
Pi0

(MW)

1 671 10.1 0.000299 150 455 50 80 120 400
2 574 10.2 0.000183 150 455 0 80 120 300
3 374 8.8 0.001126 20 130 30 130 130 105
4 374 8.8 0.001126 20 130 30 130 130 100
5 461 10.4 0.000205 150 470 0 80 120 90
6 630 10.1 0.000301 135 460 0 80 120 400
7 548 9.8 0.000364 135 465 50 80 120 350
8 227 11.2 0.000338 60 300 50 65 100 95
9 173 11.2 0.000807 25 162 30 60 100 105

(continued)
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Table A4 Prohibited zones for 15-unit system

Unit Prohibited zone 1 Prohibited zone 2 Prohibited zone 3

2 (185 225) (305 335) (420 450)
5 (180 200) (305 335) (390 420)
6 (230 255) (365 395) (430 455)

12 (30 40) (55 65)

Table A3 (continued)

Unit ai ($/
h)

bi ($/
MWh)

ci ($/
MW2h)

Pimin

(MW)
Pimax

(MW)
Simax

(MW)
URi

(MW)
DRi

(MW)
Pi0

(MW)

10 175 10.7 0.001203 25 160 30 60 100 110
11 186 10.2 0.003586 20 80 20 80 80 60
12 230 9.9 0.005513 20 80 0 80 80 40
13 225 13.1 0.000371 25 85 20 80 80 30
14 309 12.1 0.001929 15 55 40 55 55 20
15 323 12.4 0.004447 15 55 40 55 55 20

Table A5 Unit data for 10-unit system with valve point effects and multiple fuels

Unit Fuel
type

aij ($/h) bij

($/MWh)
cij

($/MW2h)
eij ($/h) fij

(1/MW)
Pijmin

(MW)
Pijmax

(MW)

1 1 26.97 -0.3975 0.002176 0.02697 -3.975 100 196
2 21.13 -0.3059 0.001861 0.02113 -3.059 196 250

2 2 1.865 -0.03988 0.001138 0.001865 -0.3988 50 114
3 13.65 -0.198 0.00162 0.01365 -1.98 114 157
1 118.4 -1.269 0.004194 0.1184 -12.69 157 230

3 1 39.79 -0.3116 0.001457 0.03979 -3.116 200 332
3 -2.876 0.03389 0.000804 -0.00288 0.3389 332 388
2 -59.14 0.4864 1.18E-05 -0.05914 4.864 388 500

4 1 1.983 -0.03114 0.001049 0.001983 -0.3114 99 138
2 52.85 -0.6348 0.002758 0.05285 -6.348 138 200
3 266.8 -2.338 0.005935 0.2668 -23.38 200 265

5 1 13.92 -0.08733 0.001066 0.01392 -0.8733 190 338
2 99.76 -0.5206 0.001597 0.09976 -5.206 338 407
3 -53.99 0.4462 0.00015 -0.05399 4.462 407 490

6 2 1.983 -0.03114 0.001049 0.001983 -0.3114 85 138
1 52.85 -0.6348 0.002758 0.05285 -6.348 138 200
3 266.8 -2.338 0.005935 0.2668 -23.38 200 265

7 1 18.93 -0.1325 0.001107 0.01893 -1.325 200 331
2 43.77 -0.2267 0.001165 0.04377 -2.267 331 391
3 -43.35 0.3559 0.000245 -0.04335 3.559 391 500

(continued)
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Energy Consumption Impacted
by Climate Change Application:
Case Study Astara

Mostafa Jafari

Abstract To study past climate conditions, main climatic factor related to the
energy consumption namely temperature and precipitation were considered.
Heating degree days (HDD), cooling degree days (CDD) and sunshine hours were
analyzed. According to all reports in different scales temperature of Astara region,
in last half century has been increased. In the longer future time period, the study
area will face with higher values of increasing temperature. HDD with base
temperature of 18 �C reduced in last 18 years. HDD in January which is cold
month also reduced. Meanwhile CDD increased. CDD in July which is warm
month also increased. This is in harmony with increasing the number of sunshine
hours in the same time slice. By changing HDD and CDD in cool and warm
seasons, it means the pattern of energy consumption in the region has changed.
Astara location is included in both of Central Asia and West Asia sub-regions in
IPCC AR4. Projection for temperature change in Central Asia sub-region is not in
agreement with national and local downscaling results.

Keywords Climate change � Energy consumption � Local application � Astara

1 Introduction

The Intergovernmental Panel on Climate Change (IPCC) published the Fourth
Assessment Report (AR4) in 2007 and stated that recent climate change and
variation are induced by increases in the atmospheric greenhouse gases (GHGs)
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concentration due to anthropogenic activities. The report includes the results of
impact assessments on a wide range of sectors. These assessments have been
conducted based on future climate projections, which refer to aspects of the future
climate evaluated by Atmosphere-Ocean Coupled General Circulation Models
(CGCMs) [1]. In climate change studies context; international, regional and
national research institutes according to the available data and scenarios analyze
past conditions and will provide projection for the future climate changes [2–4].
Estimates for the likelihood of future climate changes in different country were
made based on the projection from the IPCC climate models [5]. Therefore,
provided results are different in time scales, scenarios and study areas and may not
be adapted precisely. With the set of models showing increasing agreement in their
simulations of twentieth-century trends in climate and of projected changes in
climate on sub-continental to continental scales, the climate scenarios that were
generated seem likely to provide a plausible representation of the types of climatic
conditions that could be experienced during the 21st century [6].

2 Methods

Astara forest, from geographical, topographical and climatic points of views is an
especial and unique ecosystem (Fig. 1, Table 1). In this investigation, past climate
conditions, main climatic factor related to the energy consumption namely tem-
perature and precipitation were considered. Heating degree days, cooling degree
days and sunshine hours were analyzed.

Fig. 1 Astara study location map (maps from different sources)

30 M. Jafari



2.1 What are Annual and Monthly Heating and Cooling
Degree Days?

The Heating Degree Days (HDDs) and Cooling Degree Days (CDDs) are based on
daily temperature observations, with each month having at least 25 records and no
less than 15 years of data between [7]. Heating and Cooling Degree Days, which
indicate the level of comfort, are based on the average daily temperature. The
average daily temperature is calculated as follows:

½Maximum daily temperature + minimum daily temperature�=2:

If the average daily temperature falls below comfort levels, heating is required
and if it is above comfort levels, cooling is required. The HDDs or CDDs are
determined by the difference between the average daily temperature and the BASE
(comfort level) temperature. The BASE values used are 12 and 18 �C for heating
and 18 and 24 �C for cooling [7]. In this case, base degrees for heating are 18 �C
and for cooling is 21 �C.

Examples 1. If heating is being considered to a temperature BASE of 18 degrees,
and the average daily temperature for a particular location was 14 degrees, then
heating equivalent to 4 degrees or 4 HDDs would be required to maintain a
temperature of 18 degrees for that day. However if the average daily temperature
was 20 degrees then no heating would be required, so the number of HDDs for that
day would be zero.

2. If cooling is being considered to a temperature BASE of 21 degrees, and if
the average temperature for a day was 27 degrees, then cooling equivalent to 6
degrees or 6 CDDs would be required to maintain a temperature of 21 degrees for
that day. However if the average temperature was 20 degrees, then no cooling
would be required, so the number of CDDs for that day would be zero.

3. In Nebraska-USA one base used for both cooling and heating degrees like:
Hot days, which may require the use of energy for cooling, are measured in
cooling degree-days. On a day with a mean temperature of 80 �F, for example, 15
cooling degree-days would be recorded (80–65 base = 15 CDD). Cold days are
measured in heating degree-days. For a day with a mean temperature of 40 �F, 25

Table 1 Forest study zone in Astara and location of meteorology stations in Astara and Ardebil

Region/stations Elevation from sea
level (m)

Longitude E Latitude N Stations
code

Astara chay
forest—No. 1

Minimum 0 and Maximum
1,750 m and majority of
forest in 100–1,000 m

48 51 45 E and
48 34 E

38 26 30 N and 38
17 30 N

(Region
no. 1)

Astara synoptic -18.0 48 52 E 38 25 N 40709
Astara

climatology
+25 48 52 E 38 26 N

Ardebil +1,350 48 17 E 38 15 N
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heating degree-days would be recorded (65 base–40 = 25 HDD). Two such cold
days would result in a total of 50 heating degree-days for the 2 days period [8].

CDD Cost calculation in USA: Degree days: A degree day gauges the amount
of heating or cooling needed for a building using 65 degrees as a baseline. To
compute heating/cooling degree-days, it needs to take the average temperature for
a day and subtract the reference temperature of 65 �F (18 �C). If the difference is
positive, it is called a ‘‘Cooling Degree Days’’. If the difference is negative, it is
called a ‘‘Heating Degree Days’’. The magnitude of the difference is the number of
days. For example, if your average temperature is 50 degrees for a day in Sep-
tember, the difference of the average temperature for that day and the reference
temperature of 65 degrees would yield a -15. Therefore, you know that you are
going to have Heating Degree Days that day. Since the magnitude of the difference
is 15, you know that you are going to have 15 Heating Degree Days. Electrical,
natural gas, power, and heating, and air conditioning industries utilize heating and
cooling degree information to calculate their needs [9].

In USA, following formula is using for calculation of HDD cost:

HDD monthly cost ¼ HDD� 30 ðdays of monthÞ � 20 US$

To calculate the CDD, take the average of a day’s high and low and subtract 65.
For example, if the day’s average temperature is 80 �F, its CDD is 15. If everyday
in a 30-day month had an average temperature of 80 �F, the month’s CDD value
would be 450 (15 9 30). The nominal settlement value for its month’s weather
derivative contract would therefore be $9,000 (450 9 $20).

To calculate HDD, take the average of a day’s high and low temperatures and
subtract from 65. For example, if the day’s average temperature is 50 �F, its
HDD is 15. If every day in a 30-day month had an average temperature of 50 �F,
the month’s HDD value would be 450 (15 9 30). The nominal settlement value
for this month’s weather derivative contract would therefore be $9,000
(450 9 $20) [10].

• 1 �C = 33.8 �F
• To convert �F HDD to �C HDD: (5/9) 9 (Temperature in Fahrenheit)
• To convert �C HDD to �F HDD: (9/5) 9 (Temperature in Celsius).

Note that, because HDD are relative to a base temperature (as opposed to being
relative to zero), it is incorrect to add or subtract 32 when converting degree days
from Celsius to Fahrenheit or vice versa.

HDD can be added over periods of time to provide a rough estimate of seasonal
heating requirements. In the course of a heating season, for example, the number
of HDD for New York City is 5,050 whereas that for Barrow, Alaska is 19,990.
Thus, one can say that, for a given home of similar structure and insulation, around
four times the energy would be required to heat the home in Barrow than in New
York. Likewise, a similar home in Los Angeles, California, whose heating degree
days for the heating season is 2,020, would require around two fifths the energy
required to heat the house in New York City [11].
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2.2 Global Projections

IPCC used different models (HadCM3, CSIRO, NCAR-PCM, ECHAM4, CGCM2,
GFDL, CCSRNIES) and scenarios (A1FI, A2, B2, B1) to provide climate pro-
jection in global, continental and regional levels [12]. According to provided
projection by IPCC, changes in precipitation and temperature could be considered
in different scales from global to local levels.

2.3 Temperature

Based upon data provided in the map for the changes in surface temperature by
IPCC [12], surface temperature in whole Iran except small area in south for the
period of 1970–2004 between 1 and 2 �C was increased.

According to the map of geographical pattern of surface warming; projected
surface temperature changes for the late 21st century (2090–2099), relative to the
period 1980–1999, surface temperature in north of Iran based upon AOGCM and
A1B SRES will increase between 3 and 3.5 �C and central and southern part will
experience increase of 4 �C and more [12]. While, global mean of temperature
depend on scenarios and region will experience of 1.1–6.4 degrees increase which
will cause sea level rise of 0.18–0.59 m (source: Table 3.1 SPM, IPCC [12]).

According to the Atmosphere-Ocean General Circulation Model (AOGCM)
projections of surface warming; projected surface temperature changes for the
early and late 21st century relative to the period 1980–1999, show the multi-
AOGCM average projections for the A2, A1B and B1 SRES scenarios averaged
over decades 2020–2029 and 2090–2099 (Source: WGI 10.4, 10.8 Figs. 10.28,
10.29, SPM and Fig. 3.2, IPCC [12]), provided by IPCC [12], Iran’s surface
temperature will increase 1–2 �C for 20 s and 4–5.5 for 90 s. The rates are
increasing from B1 to A2 [12].

2.4 Future Climate Projection for Asia Sub Regions

Projected changes in surface air temperature and precipitation for sub-regions of
Asia under SRES A1FI (highest future emission trajectory) and B1 (lowest future
emission trajectory) pathways for three time slices, namely 2020s (2010–2039),
2050s (2040–2069) and 2080s (2070–2099) was provided by IPCC for seasonal
(Table 2) and annual mean (Table 3) [12]. Astara study area is part of both Central
Asia and also West Asia sub-regions (Table 2).

With comparison of two sub-regions of Central Asia and West Asia (Fig. 2),
which both include and cover Astara region, it could be extracted, that temperature
in both sub-regions and based on both scenarios, and in four seasons, and for all
tree time slices will increase.
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2.5 Past Climate Changes in Middle East

According to the results obtained from a study with using data for 52 stations in 15
countries including Iran, temperature increased significantly during 1950–2003
[13]. Also some changes observed in the amount of precipitation. Along with the
IPCC report, for the West Asia and Middle East region including Iran, according to
the climatology stations data, from 1951 to 2003 because of increase of temper-
ature the number of frozen days significantly reduced.

2.6 Climate Projections in Middle East

Future projections for precipitation (%) and temperature (�C) changes has been
provided by IPCC in the Middle East region for three time slices, namely
2010–2039, 2040–2069 and 2070–2099. Temperature in all four season according
to the different scenarios (A1FI, A2, B2, B1) and using various models (HadCM3,
CSIRO, NCAR-PCM, ECHAM4, CGCM2, GFDL, CCSRNIES) will increase
(Figs. 3, 4, and 5). Possible precipitation changes could be summarized as follow:

Fig. 2 Comparison of changes in precipitation (top graphs a and b) and temperature (bottom
graphs c and d) in West Asia (left graphs a and c) and Central Asia (right graphs b and d) sub-
regions projected under B1 and A1FI scenarios in four seasons (DJF, MAM, JJA, SON) in three
30 years periods namely 2010–2039, 2040–2069 and 2070–2099, (Graphs produced by author
according to the IPCC data)

36 M. Jafari



2.7 Past Climate Changes in Iran

According to the recorded data in synoptic stations (IRIMO report) significant
increase in minimum, maximum and mean of temperature in most regions
observed. In some region like Central, North West, North East of Iran significant
decrease observed. In some station increasing pattern and in some other decreasing
pattern for precipitation observed.

In Hyrcanian forest region in southern part of Caspian Sea [14] temperature
pattern most often increased in last half century [15] and precipitation pattern in
the same region mostly showed a decreasing pattern in the same period (Table 4)
[15].

Fig. 3 Future projection of precipitations (%) and temperature (�C) changes in Middle East, for
four seasons in 2010–2039 based upon 4 scenarios (A1FI, A2, B2, B1) and 7 models (HadCM3,
CSIRO, NCAR-PCM, ECHAM4, CGCM2, GFDL, CCSRNIES) (Source IPCC [12]; Tim Carter,
IPCC projections expert)
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Changes in temperature and precipitation patterns could cause climate condi-
tions change and have impacts on forests, rangelands and deserts ecosystems [15].

2.8 Past Climate Changes in Astara

Past climate condition in the region analyzed by consideration of main climatic
factors such as temperature and precipitation in synoptic and climatology stations.
Also parameters like humidity and wind fluctuation were investigated. Two
important factors, heating degrees and cooling degrees, together with sunshine
hours in Astara, were considered. Climatology and synoptic stations data were for
a time period of 40 and 18 years respectively.

Fig. 4 Future projection of precipitations (%) and temperature (�C) changes in Middle East, for
four seasons in 2040–2069 based upon 4 scenarios (A1FI, A2, B2, B1) and 7 models (HadCM3,
CSIRO, NCAR-PCM, ECHAM4, CGCM2, GFDL, CCSRNIES) (Source IPCC [12]; Tim Carter,
IPCC projections expert)
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Precipitation pattern in last 40 years in Astara with annual changes were
studied, (126.17 mm mean of 40 years of climatology and 1,378.81 mm mean of
18 synoptic stations). Trend of precipitation changes in Astara has an increasing
rate.

Fig. 5 Future projection of precipitations (%) and temperature (�C) changes in Middle East, for
four seasons in 2070–2099 based upon 4 scenarios (A1FI, A2, B2, B1) and 7 models (HadCM3,
CSIRO, NCAR-PCM, ECHAM4, CGCM2, GFDL, CCSRNIES) (Source IPCC [12]; Tim Carter,
IPCC projections expert)

Table 4 Trend of temperature and precipitation changes in last 50 years of Caspian region [15]

Station (year) Precipitation change (mm) Temperature change (�C)

Minimum Maximum Mean

Increase Decrease Increase Increase Decrease Increase

Rasht (49) 56.4 2.45 0.08 1.28
Anzali (54) 509.4 2.10 1.18 0.40
Baboulsar (54) 184.6 1.80 1.10 1.44
Gorgan (53) 55.6 0.11 0.31 0.09
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In Fig. 6, past changes in temperature pattern in two climatology (mean of
15.09 �C in climatology and 15.02 �C in synoptic stations) (Fig. 6a), and synoptic
(Fig. 6c), stations are presented, adaptation of data in cold (January) and warm
(July) months and annual mean (Fig. 6c) give high level of confidence of available
data. Mean annual daily temperature the same as mean annual minimum tem-
perature has an increasing pattern, while mean annual maximum temperature has a
decreasing trend. With attention to the differences of elevation between two sta-
tions, small different of trends are interesting. Standard deviation of mean daily
average (monthly) temperature in Astara’ climatology station showed that, tem-
perature fluctuation in cold months in the region are much higher than warm
months (Fig. 6a, b).

Fig. 6 Past changes of temperature in Astara. a Mean of daily average (monthly) temperature
(top left). b Standard deviation of mean of daily average (monthly) temperature (top right) in
Astara climatology station, 1961–2000. c Mean of daily temperature of January (bottom), July
(top), and annual mean (middle) in Astara climatology station (+25 m), 1961–2000; and Synoptic
station (-18 m), 1986–2003 (bottom)
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Changes in humidity trends and wind fluctuation in Astara are presented sep-
arately [16].

Heating degrees trend decreased in last 18 years (Fig. 7a, b), while in the same
time cooling degrees trend increased (Fig. 7c, d), and this is in the same line of
increasing sunshine hours (Fig. 7e, f), and total of these three factors certified
warming trend in the Astara region.

Fig. 7 Astara synoptic station, 1986–2003, total monthly mean. a Mean heating degrees �C
(based upon 18 �C). b Linear trend of mean heating degrees, �C. c Mean cooling degrees, �C
(based upon 21 �C). d Linear trend of mean cooling degrees, �C. e Mean monthly total sunshine
(hour). f Linear trend of total annual sunshine (hour) (Source [15])
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2.9 Investigation on Climate Change Projections in Astara
and Ardebil

Based on IPCC data and models in global scale and national data and information,
downscaling maps in national and regional scales (Fig. 8) produced [17]. National
and regional climate projections have some agreement and disagreement with
global, continental region and sub-regions projections.

According to the downscaled outcome maps, regional distribution of mean
precipitation in future (2010–2039) comparing with the past (1976–2005), Astara
region between 1 and 8.7 mm (mean of +4.85 mm) will increase (will reach to
1,265.02 mm according to the climatology and 1,383.61 mm according to the
synoptic stations). While in near western part of Astara in the way to Ardebil, a
small area will face with reduction of 5.8–23.3 mm (mean of -14.55 mm) rainfall.

Mean precipitation of Gilan province for the time slice of 1976–2005 was about
1,569.9 mm and projected for the period of 2010–2039 precipitation will increased
by 10.63 % (amount of +167 mm) and will reach to 1,736.9 mm.

Based on the same results, projections for future, the number of wet days in
Astara region between 0 and 3 days will reduce, but in the same climatic area

Fig. 8 Mean different distribution of temperature in 2010–2039 compare with 1976–2005
according to the downscaling ECHO-G model [17]
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(west southern) will face with 1–7 days increase of wet days. Mean of dry days
will increase between 4 and 9 days. Also temperature in study area of Astara
between 0.3 and 0.5 �C (mean of +0.4 �C) will increase (will reach to 15.49 �C
according to the climatology and 15.42 �C according to the synoptic stations)
(Fig. 8).

Mean temperature of Gilan province for the time slice of 1976–2005 was about
16.2 �C and projected for the period of 2010–2039 temperature will increased by
1.3 �C and will reach to 17.5 �C (Fig. 9). It is needed to be noted that: based on
downscaling produced maps in national and regional scales for 1979–2005, Astara
region is in a category with temperature of 9.1–12 �C. While based upon my data
calculation obtained from climatology and synoptic stations mean temperature is
about 15.02 �C (Fig. 9). Probably this rose from using Ardebil synoptic station
with mean of temperature of 9.1 �C for downscaling program.

Based on the same results, projections for future, the number of hot days in
Astara region between 5 and 10 days will increase, and the number of freezing
days will decrease between 0 and 5 days.

2.10 Climate Condition in Astara Especial Forest Ecosystem
(District 1)

For assessment of past climatic condition of Astara region data from climatology
and synoptic stations were considered (Table 1 and Figs. 6 and 7). To analysis of
higher elevation changes, data from nearest station of Ardebil has been used.
Ardebil station which is in high mountain in the west part of Astara, despite of
difference in elevation (1,325 m) which cause difference in temperature
(5.2–8.3 �C), have good correlation in trend of temperature changes (Fig. 10). A
detail of stations’ characteristics is presented in Table 1.

Fig. 9 Temperature changes in projected period (2010–2039), comparing with time slice of
(1976–2005), in Gilan province, Astara (synoptic and climatology stations) and Ardebil forests

Energy Consumption Impacted by Climate Change 43



In 40 years ago, in Astara region with each 252.95 m going upward, temper-
ature was reducing by 1 �C. At the present condition (year 2000) because of
increasing trend of temperature in Astara and decreasing trend in Ardebil with
changing elevation of 193.04 m temperature will reduce by 1 �C.

Climatology curves (amberotermic graphs) for different stations in Caspian
region including Astara stations which are located in southern part of Caspian Sea
from west to east were considered (Fig. 11). In produced graphs climatic differ-
ences clearly can be distinguished from wet in west to drier condition in the east.
To this extend, can be conclude that main difference in climatic conditions in
Caspian region raise form differences of the amount of precipitation, and tem-
perature has a secondary effect.

Geographical situation in Astara district. Astara district is situated on wes-
tern part of Albourz Range Mountain, with north-south direction. Therefore forest
covers are on the west-east slops. This region is among those limited areas which
from west are affected from Mediterranean (European) climate and from east north
from Caspian currents.

Forest conditions and topography of Astara district. Total area of Astara
district is about 22,481.25 ha including 18,328.13 ha forests (total Gilan province
511,306 ha), 545.31 ha cool condition rangelands (total Gilan province
467,167 ha), and 3,607.81 ha of farmlands and villages areas. 60 % of forest
natural regeneration is from seed sources and 40 % from seeds and copies [18].
Astara forest canopy classification according to the volume is from less than 100 to
more than 350 m3/ha. Astara, land classification of forest area according to the
volume per hectare is about 85.92 up to 350 m3/ha and about 14.07 % with more
than 350 m3/ha. Mean volume per hectare is about 157.17 ± 8.8 (m3).

Fig. 10 Mean annual temperature in Ardebil and Astara stations
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3 Results

3.1 Precipitation Changes

Last 40 years of recorded climatology station’s data showed an increasing trend in
Astara total annual precipitation. Seasonal distributions of rainfall in last 40 years
are: fall (Oct., Nov. and Dec.) 38 %, summer 26 %, winter 23 % and spring 13 %.
It means two seasons of autumn and summer received main percentage (64 %) of
annual precipitation. Warm seasons (summer and spring) received 39 % of annual
precipitation while cool season (autumn and winter) received 61 %. In above
mentioned time slice October received maximum (240 mm) and July minimum
(40 mm) amount of rainfalls.

3.2 Temperature Changes

Based on recorded data in climatology station, in Astara during last 40 years
differences of daily maximum and minimum of temperature as a 2nd degree curve
first showed increasing and then decreasing patterns. Trend on linear pattern
showed a little decrease.

Fig. 11 Climatology curves
(amberotermic graphs) for
Astara stations in Caspian
region for climatology
(1961–2000) (top) and
synoptic (1986–2003)
(bottom)
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Trend of average daily mean temperature (monthly), showed increasing from
January, and in July–August reach to its warmest position and then decline to
minimum amount in December (Fig. 6a). Data approved that temperature fluctu-
ation changes in cold months are greater than warm months. Standard deviation
(SD) of temperature in cold months is about 2 �C and in warm months about 1 �C
(Fig. 6b). Changes in daily mean temperature (annual) in Astara station in last
40 years as linear and 2nd degree curves trends showed increasing patterns.
According to the recorded data, mean of annual minimum temperature in cold
month (January), warm month (July) and annul mean had increasing trends
(Fig. 6c). Mean of annual maximum temperature in warm month (July), slightly in
cold month (January), and for annul mean had decreasing trends (Fig. 6c). Hot
days which started from May, continue up to October and reach its maximum
values in July–August showed a decreasing trend both in linear and 2nd degree
curves. According to the data recorded in the synoptic station, mean annual
temperature, January and July temperature (Fig. 6c), had increasing patterns in last
18 years.

Freezing days which started from November, continue to May next year, and
reach its maximum values in January and February presented decreasing trend
both in linear and 2nd degree curves.

Heating Degree Days (HDD) with base temperature of 18 �C reduced in last
18 years (Fig. 7a, b). HDD in January which is cold month also reduced. In the
same time Cooling Degree Days (CDD) increased (Fig. 7c, d). CDD in July which
is warm month also increased. This is in the same line of increasing the number of
sunshine hours in the same time slice (Fig. 7e, f).

Temperature changes recorded for 18 years in synoptic station for cold season
(January), warm season (July) and annual mean are in a harmony with last
18 years of changes which recorded for 40 years in climatology station. This can
be interpreted of high level of confidence for the precise data (Fig. 6c).

3.3 Other Climatic Factors Changes

As consequence of temperature and precipitation changes, other climatic factors
also will change. Relative humidity and thunder and storm are presented and
discussed elsewhere [15, 19].

4 Discussion

As a fact, Iran is located on dry belt of the earth and its vegetation cover and forest
ecosystems are valuable resources [20, 21]. Also there are limited of adequate
research on climate change [2]. So consideration of past climatic changes and
investigation on future climate projection have very important role in development
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programs [16, 22]. Even though, the changes in temperature and precipitation are
consistent with the other factors [5].

Assessment of all data, document and reports on the past climate changes in the
region confirmed that, temperature in last half century increased (Table 5). Studies
on the past temperature changes related to the Astara region in global, continental,
national and local levels do not have significant differences, except small variation
in seasonal changes. Temperature changes had a reducing trend in Ardebil region,
which is in the high mountains of western part of Astara. Projections for future
temperature changes in Astara are mainly documented for increasing temperature
and its amount are different based on employed scenarios (Table 6). Elsewhere,
research outcome show that all the IPCC scenarios have similar patterns and only
differ in amplitude [23]. From time slices point of view, longer time will expe-
rience higher degrees of temperature changes. Astara is located in both Central
Asia and West Asia sub-regions in IPCC assessments [2]. Based on the projection
for Central Asia sub-region, the region will face with higher degrees of temper-
ature changes, which this is not in the same line as national and local downscaled
projections. Downscaled projections in local level prove that Gilan province as
whole will have higher degree of temperature changes than Astara which is in the
western part of the province, and going more westwards, which is mountainous
area of Ardebil; this will change to reduction of temperature. Downscaling and
projection of seasonal extreme daily precipitation has been studied elsewhere [24].

Precipitation trend in Middle East region decreased in last half century with
some seasonal increase. Precipitation in Gilan province decreased in Anzali station
and increased in Rasht station, precipitation showed a seasonal changes pattern
(Table 4). Astara experienced in increase of precipitation for last 50 years with
some reduction in seasonal levels. Based on global projection with A1B scenario
in time period of (2090–2099) Astara which is in the western part of Caspian Sea,
in winter season despite of reduction of precipitation in west part of the country,
will have 10 % increase of rainfall, and in summer will face with 20 % reduction
of precipitation, which these are in the same line of IPCC projection for the
Central Asia sub-region and against its projection for the West Asia sub-region.
Projections for Middle East region and downscaled projection in national and local
levels are more or less in harmony with these projections.

Table 5 Comparison
of past changes on Astara
temperature in different
scales

Scale of study Temperature (past)

Global 1–2 �C increase (1970–2004)
Asia

Central Asia
West Asia Increase (1951–2003)

Middle East Increase (1951–2003)
National

Gilan Increase
Ardebil Decrease
Astara Increase
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It seems for future projection on precipitation changes in the Astara region it is
possible to benefit of global, Central Asia sub-region, Middle East and downscaled
national level projections.

5 Conclusion: Astara Climate Change and Energy Balance

Energy balance can be considered from climate change points of views. Energy
optimization solution also could be considered, as it has been studied in Nigeria for
a given GSM Base Station Site and location in rural area [25].

The theoretical model even could be improved for the reduction in energy
consumption, as it has been studied in Greece for the improvement of building
energy performance (17). Heating degrees, cooling degrees and total sunshine are
factors which are effective on energy consumptions. These data are recorded in
Astara synoptic station in period of 1986–2003.

In Astara case study, total monthly heating degrees recorded in winter season
reached up to 380.03 �C (January) which is about 12.66 degrees per day. In the
same time cooling degree is zero and total monthly sunshine is 98.11 h (January)
which is about 3.27 h per day.

Total monthly cooling degrees recorded in summer season reached up to
133.39 �C (July) which is about 4.44 degrees per day. In the same time heating
degree is about zero and total monthly sunshine is 265.63 h (July) which is about
8.85 h per day.

Total annual heating degrees in 18 years ago in Astara station was 1,919 �C and
total annual cooling degrees was recorded as 315 �C and total annual sunshine was
about 1,643 h. During this 18 years period of time trend of mean annual tem-
perature increased from 14.51 �C by about 0.954–15.46 �C.

Table 6 Comparison of future projections changes on Astara temperature in different scales

Scale of study Temperature (projections)

Global 3–3.5 �C increase in 90s (2090–2099, scenario A1B)
1–2 �C increase in 20s (2020–2029, scenarios B1, A1B, A2)
4–5.5 �C increase in 90s (2090–2099, scenarios B1, A1B, A2)

Asia
Central Asia Increase (in 4 seasons, 2 scenarios—B1, A1F1-, 330 years time slices

from 2010 to 2099) From 1.6 to 6.6 �C increase
West Asia Increase (in 4 seasons, 2 scenarios—B1, A1F1-, 330 years time slices

from 2010 to 2099) From 1.2 to 5.6 �C increase
Middle East Increase up to 2 �C (2010–2039)
National

Gilan Increase 1.3 �C (2010–2039)
Ardebil Decrease 0.1 �C
Astara Increase 0.3–0.5 �C (2010–2039)
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This warming caused decrease of total annual heating degrees by about
267.3 �C per year down to total annual of 1,651.7 �C. Total annual cooling
degrees increased by about 97.38 �C per year up to total annual of 412.38 �C.
Total annual sunshine in creased by about 284.76 h per year up to total annual of
1,927.76 h.

Decrease of 267.3 �C per year of heating degrees and increase of 97.38 �C of
cooling degrees gives a difference of total of 169.92 �C (267.3–97.38 =169.92 �C)
of energy saving in 18 years time.

The price of weather derivatives traded in the summer are based on an index
made up of monthly CDD and HDD values. The settlement price for a weather
futures contract is calculated by summing a month’s CDD and HDD values and
multiplying by $20.

HDD monthly cost ¼ HDD� 30 ðdays of month)� 20 US$

In Astara case study a difference of annual total of 169.92 �C calculated for
energy saving in 18 years time. If we want to calculate cost as a rate of $20 similar
to USA conditions, after converting Celsius to Fahrenheit, it would be about
$6,117.12 as follow:

169:92� 9=5¼ 305:856

305:856� $20 ¼ $6; 117:12
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Computer Tools for Modelling
and Evaluating the Potential of Energy
Storage Systems with Reference
to the Greek Islands Case

Christos Sbiliris and Vassilis Dedoussis

Abstract In the effort to meet climate change targets the share of renewable
energy in electricity market has to be increased. The augmented penetration of
renewable sources in the electricity grids could be destabilizing and may create
barriers to their future expansion. Energy storage technologies are being regarded
as a potential solution to deal with the intermittent nature of renewable energy
sources. Introduction of energy storage systems in a future Smart Grid is definitely
a complex problem and requires the technological analysis of the energy system
itself. The purpose of this paper is to present an up-to-date critical examination of
the state of the art of different computer tools that can be used to analyse the
integration of energy storage systems utilized in conjunction with distributed
generation. Particular emphasis is given to the case of isolated Greek islands.

Keywords Energy storage systems � Energy tools � Energy systems modelling �
Microgrids � Isolated islands

1 Introduction

The transition from conventional grid network with central stations in future
networks with high penetration of decentralized production, dispersed/distributed
generation (DG), mainly from renewable energy sources, involves the develop-
ment and application of new technologies and the appropriate institutional
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framework [1]. Moving towards large penetration of renewable sources into the
electricity grid could be destabilizing, mainly due to the intermittent nature of
renewable energies (namely solar and wind); thus showing their unsuitability to be
dispatchable. In order to overcome this deficiency of renewable energy sources
one has to introduce energy storage devices [1–3]. Energy storage is expected to
play a very important role in ensuring safety, reliability and overall efficiency of a
low or zero CO2 emission electricity grid [1]. Electrical energy storage offers the
potential to store electrical energy once generated from low and zero carbon
sources and to subsequently match supply and demand as required. The augmented
penetration of renewable energy sources as well as the trend towards a network
transformation into Smart Grid, supports the storage concept more than ever
before. Another attractive feature towards energy storage utilisation is the
appearance of newer and cost-effective technology options which makes it likely
that energy storage will finally become a reality in the near future [4, 5]. Nowa-
days, the microgrid concept is under development and is being examined as a
completely new approach in order to integrate Distributed Energy Resources
(DER) to the grids and specially isolated areas such as small islands. The proper
design, simulation and optimization a microgrid in order to integrate the distrib-
uted energy resources for the management of energy distribution within it, will not
only assist managers responsible for capital investment decisions to value different
technologies combination but also system operators to develop better integration
control strategies for a more efficient operation of future hybrid power systems. A
systematic investigation and evaluation of current energy storage technologies in
conjunction with both centralized and distributed renewable sources electrical
power generation [6], as well as analysis and computational simulation of various
case studies [7] is, therefore, imperative.

In this paper an evaluation of energy tools used for analysing power systems is
provided so as to assist the process of selecting the appropriate energy storage
technology. The paper begins by describing the promising energy storage tech-
nologies for large and small scale applications and the current status of modelling
these principal energy storage devices. Subsequently, the paper outlines the need
for energy storage in microgrids and especially in isolated areas such as islands. A
comparison and a brief discussion of some of the energy tools and studies available
is carried out. Finally the main characteristics, that a power system design tool
incorporating energy storage modules are presented and critically discussed.

2 Energy Storage Technologies-Modeling and Evaluation

Energy storage technologies, utilized in conjunction with distributed generation and
the Grid can be divided into two categories. The first category includes those
technologies related to direct storage of electricity (e.g. supercapacitors, super-
conducting magnetic energy storage-SMES, etc.). The second one is associated
with the indirect storage of electrical energy, namely storing electricity to another
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form of energy (e.g. electrochemical, thermal, mechanical, potential or kinetic
energy storage), which can be converted back to electrical, whenever there is a need
to meet, an expected or unexpected high overall energy demand [3, 4]. The fol-
lowing sub-sections describe the promising energy storage technologies for appli-
cation in large scale and in distributed generation with renewable energy sources, as
well as the current status of modelling the principal energy storage devices.

2.1 Battery Energy Storage System

A Battery Energy Storage System (BESS) has energy stored in chemical form and
produces electricity through an electrochemical reaction. Batteries can be found in
many sizes, power ratings, various types [e.g. lead-acid (L/A), sodium-sulfur
(NaS), Vanadium Redox (VRB), Zinc-Bromine (ZnBr), ion Lithium (Li-ion),
Nickel Cadmium (NiCd) and Nickel Metal Hybrid (NiMH) etc.] and their tech-
nologies are in various stages of research and development. They have numerous
advantages, such as high discharge depth, high capacity and reduced maintenance
requirements. However, many battery types have only limited market penetration,
are expensive, or have short lifetimes [2, 4, 5]. Several papers have been published
on stand-alone renewable energy systems and the problem of a better integration of
the energy produced by them. In work [8] three stand alone photovoltaic power
systems using different energy storage technologies as hybrid systems were opti-
mized and compared. An example of an isolated renewable energy-diesel system
in conjunction with energy storage technologies is presented in Sebastian and
Alzola [9]. Where a Wind Diesel Hybrid System (WDHS) has been modelled and
simulated using a Matlab-Simulink Model, in order to investigate the improvement
in the system dynamics by using the BESS. Another use of battery energy storage
systems seems to be small scale applications such as the integration of renewable
energy sources into commercial and residential buildings. Four battery energy
storage technologies have been discussed and evaluated techno-economically, by
using two different software tools Matlab-Simulink and HOMER in the work of
Nair and Garimella [10]. In order to design hybrid energy systems, a complex
problem with high number of parameters, researchers have already used available
commercial simulation/software tools or have developed new tools, such as
HOGA, presented in Dufo-Lopez and Bernal-Agustin [11]. The design tool HOGA
has been developed in C++, uses Genetic Algorithms, can be used for different
control strategies and can simulate energy storage technologies such as batteries.

2.2 Thermal Energy Storage

This technology is based on storing energy by changing the temperature of certain
materials from a relatively low temperature to a higher one. The heat of the
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material is used to produce steam which in turn drives a steam turbine coupled to
an electrical generator producing electricity. Thermal energy storage systems are
efficient, robust, and relatively inexpensive. In work [12] thermal storage was
evaluated for applications including concentrating solar power using the GCAM
model. Gil et al. [13] discuss the materials used in concentrated solar thermal
power generation along with modeling of thermal energy storage systems, pointing
out that in order to properly design, simulate and analyze these systems the cor-
responding software tools should include detailed information on the materials
used at high temperature operation.

2.3 Pumped Hydro Energy Storage

Pumped storage hydropower is currently the most widely implemented storage
technology especially for large scale applications. It is also the most mature
technology, as it is being utilized since the early twentieth century. This energy
storage technology is reliable, has a long lifetime and the operating cost is low.
However, there are some limitations, such as suitable geographic siting and facility
size/capacity. Furthermore, there are environmental concerns related to the con-
struction of artificial water reservoirs and their impact on ecosystems [2, 3, 14]. In
work [15] the current trends for new PHES plants in EU are pointed out. Bueno
and Carta [16] present the case of an isolated power system, proposing an
appropriate wind powered pumped hydro storage system to be installed on Gran
Canaria island (Canarian Archipelago) in order to deal with the problem of the
penetration of renewable sourced energy in their conventional electrical grid
system. An algorithm for the selection of the optimum economic renewable system
has been developed and evaluated. Another example on pumped storage systems
introduction in isolated power production systems is presented in Katsaprakakis
et al. [17] where two case studies for Crete and Rhodes island have been evaluated
using a single criterion optimization algorithm.

2.4 Compressed Air Energy Storage

As an alternative to pumped hydro storage is considered to be CAES, which also
seems to be a good solution for large scale applications. This system stores energy
in the form of compressed air in high pressure tanks or underground geological
cavities such as aquifers or mines. Advantages of this energy storage system are:
low storing losses, fast start-up time response and applications versatility to both
large and small scale distributed generation. The main disadvantage is the existence
of the appropriate geological structures, such as mines [2, 3, 14]. CAES could also
be used for small and medium scale applications [14]. In paper [18] a deterministic
model has been used to perform an evaluation of a compressed air energy storage
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(CAES) plant in the Danish electricity system, in order to investigate the integration
of wind power. EnergyPLAN computer model has been used as an analysis tool of
the specific national energy system since it provides the ability to perform both
system-economic and business-economic evaluations. An example of small scale
application is that of wind–compressed air energy storage (Wind–CAES) systems
in islanded electricity networks. A dual-mode CAES configuration in conjunction
with wind farms is evaluated by Zafirakis and Kaldellis [19] using a developed
simulation algorithm for the dual-mode CAES system.

2.5 Flywheel Energy Storage

Flywheels store energy in the form of mechanical-kinetic energy. The energy is
saved via the turning of a mass spinning at high speed. It can be converted back to
electrical energy by connecting the spinning mass to the rotor of a generator. Fly-
wheels have long lifetime, high energy density and are relatively environmental
friendly [2]. A flywheel farm approach, where several devices are networked
together, could also be used for large-scale energy management. However, fly-
wheels are a relatively ‘‘new’’ electrical energy storing technology, they require
maintenance because of the moving mechanical parts involved, and have a high cost.
Further development of the flywheel construction materials and improvement of the
semiconductors seem to provide new possibilities for flywheels energy storage
implementations, in renewable applications as well as transport systems [5, 20, 21].
In renewable energy systems, flywheels can serve as energy storage devices in
islanded power systems where wind plants and diesel hybrid systems provide
electricity, or in other isolated renewable energy distributed systems. A variety of
different flywheels configurations have been studied simulated and compared to find
the optimal for a given application in the work by Carrillo et al. [22].

2.6 Superconducting Magnetic Energy Storage

SMES systems store energy in a magnetic coil of superconducting material which
is cooled in very low temperature via a very cold liquid such as liquid helium [3].
The absence of moving parts in a SMES system, the limited maintenance
requirement and the long lifetime are some of this storage technology advantages.
Flywheels respond at microseconds with excellent voltage regulation and are
environmental friendly [2, 3]. The cooling requirements and the high manufac-
turing cost are considered the main disadvantages of SMES [2, 3, 14]. One of the
most important parts, when designing and selecting a SMES, is the size of the
superconducting magnetic coil. In work [23] Genetic Algorithms have be used to
identify the optimal SMES controller configuration considering both coil size and
system uncertainties.
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2.7 Super Capacitor Energy Storage

Super capacitor is actually a double layer capacitor, energy is stored in the electric
field between two electrodes by applying a DC voltage. The principle of sup-
ercapacitors operation is the same as capacitors, though improved materials with
higher dielectric constants offer higher storage capacity. Supercapacitors can be
charged and discharged really fast, have long cycle life and are environmental
friendly. Depending on the application supercapacitor may require a DC/AC
converter and control equipment which affects adversely their efficiency and cost
[2, 3, 24]. The improvements of the materials used in the construction of sup-
ercapacitors will lead to further integration of these energy storage devices to a
variety of hybrid power generation systems [5]. A variety of mathematical models
and equivalent circuits of supercapacitors have been proposed, the simplest
equivalent circuit to model a supercapacitor is the classic RC model, a capacitor C
with an equivalent series resistance (ESR) to represent the Joule losses. Other
equivalent circuits are the RC parallel branch model, the RC branches series-
parallel model, RC transmission line model. For these more detailed superca-
pacitor RC models is harder to experimentally obtain the characteristic parameters,
so the simplest model is usually preferred as it is explained in work [25], where
supercapacitor is modelled using Matlab/Simulink. A new supercapacitor model is
introduced in Tironi and Musolino [26] able to obtain the parameters by a simple
constant current charge test, providing a better representation of the dynamics of
the storage device.

2.8 Hydrogen Energy Storage-Fuel Cells

Hydrogen produced via large or small scale electrolysis of water, is not a
renewable energy source and maybe regarded more as an (electrical) energy
storage agent. Fuel cells can be used to generate electricity for the grid or in
transport applications. Hydrogen fuel cells are environmental friendly provided
that the electricity required for electrolysis is produced via renewable energy
sources [2]. Fuel cells technology is rather new and quite expensive and compared
to batteries, fuel cells can produce electricity in a continuous way [27]. Decen-
tralised power systems based on photovoltaic or wind generators can use elec-
trolytic production of hydrogen (H2) as a mean to store the excess energy produced
by them [14]. Using H2 as storage system can be used not only for load man-
agement but also for wind power fluctuations smoothing. Different control strat-
egies for electrolytic production of H2 may also maximize the utilization of wind
power in weak systems. Simulation models and implementation of different con-
trol strategies for systems as described above have been developed as MATLAB-
function and the power flow toolbox MATPOWER has been employed in the work
by Korpaas et al. [28]. Avril et al. [29], have developed a multi-objective code
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using swarm optimization, which was used to compare batteries and Hydrogen
storage in a distributed generation system (PV), for an isolated real case, in order
to evaluate the storage technologies for a given period of time.

3 Microgrids and Distributed Energy Storage

Nowadays rapid changes in the power industry, augmenting distributed generation
and the trend towards a network transformation into Smart Grids show the need to
develop new power systems [7]. Research to identify the electric grid of the future
is currently underway and the main goal is the wide utilisation of renewable energy
sources. As the number of distributed solar photovoltaic (PV) installations and wind
farms are growing rapidly [24] it seems that integration of significant quantities of
distributed renewable energy, combined with storage, will lead to a new power
network design allowing higher penetration of renewable sources [30], such as
microgrid. A microgrid can be perceived as a group of dispersed generators, dis-
persed storages (DS) and a mixture of load consumers [31] (for extended review on
definitions of the microgrid concept see [32]). A microgrid may be operated in grid
mode, meaning interconnected to the main grid, or in islanded mode [33]. In
general, islanding happens when dispersed generating units provide part of the
energy needed disconnected from the main grid distribution system. One of
the most important challenges faced when operating such DG system is not only the
coordinated operation of the numerous generators and their power flow but also
controlling the frequency and voltage of such a system. Designing an optimal
microgrid is a complex task mainly because of the intermittent nature of distributed
renewable sources (solar, wind) where traditional design and optimisation tools
cannot be used [34]. Energy storage used in conjunction with renewable energy has
been suggested as a means to increase the use of renewable energy while main-
taining system stability [6]. The increase of small generation units, mainly
including renewable energy sources, connected to Low Voltage (LV) networks has
lead to the need of further development of microsource modelling and control
strategies definition. The analysis of these microgrids demands appropriate
dynamic models for simulation purposes. In work [35] a management and control
strategy for optimally operating a microgrid in standalone mode is proposed.
According to the authors a central controller is receiving data from a communi-
cation facility and with the help of an optimal function a suitable generation value
for each one of the DG units is determined. Microgrid is considered to be a new
concept but it is believed that research has reached the point where demonstration
of practical operating systems is achievable. A stand alone mode system exists in
Kythnos island, in Greece whose power system is not connected to the main Greek
power grid exhibiting the main characteristics of a microgrid [32, 36].

According to Hanley et al. [37] new energy storage modelling tools, tools for
further analysis of the power systems and business decision models will be needed
for the optimal integration of energy storage systems. These modelling and
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simulation tools will help designers to evaluate the needs and effects of various
storage technologies. When selecting the most appropriate storage technology, the
most relevant criteria characteristics are capital cost, energy capacity, power
capacity, lifetime (or cycling capacity), efficiency, self discharge rates, environ-
mental impact, storage duration and technical maturity [4, 14, 24]. In work [14] the
storage technologies have been divided in four categories based on their appli-
cations, (a) low power applications, (b) medium power applications, (c) network
connection application with peak levelling and (d) power quality applications. A
series of reports from Sandia National Laboratories [38] is providing useful
information on the energy storage technologies evaluation, from the techno-eco-
nomic point of view. In these reports another categorisation of has been proposed:
(a) Grid System, (b) End-user/Utility Customer, (c) Renewables. Research shows
that the choice of an energy storage technology depends on the application in
either the conventional grid or in the DG grid and therefore a detailed techno-
economic evaluation of different systems is difficult to be achieved [2, 3]. Energy
storage technologies can provide a variety of services to the benefit of the elec-
tricity network [7]. Details on the subject can be found in Sandia National Lab-
oratories report [39].

4 Energy Storage for Greek Island Electrification

Isolated systems, mainly islands, have felt the pressure for higher penetration of
renewable sources. The pressure is becoming even stronger and the reasons are
mainly the excessive fuel costs caused by the additional costs of shipment but also
to the relatively small system size. These isolated systems have often considerable
renewable sources available, but the extensive utilization of these renewable
resources, such as solar and wind, is often limited due to security reasons. The
network must be operated within tight margins of voltage as well as frequency,
though wind and solar plants and other renewable sources are not capable to
support and maintain the system at the desired operating condition and may
sometimes lead to a negative overall effect mainly due to the intermittent nature of
these resources [30, 34, 37]. Most non interconnected Greek islands are depended
on their autonomous (including both conventional and renewable) generation
systems to cover the demand. It is expected that introduction of energy storage
technologies in these systems will be considered an economic and reliable solution
helping in the further augmentation of the penetration of renewable sources [40].

Wind and PV systems with storage consideration has been investigated for
feasibility purposes for a number of scattered islands in the Aegean archipelagos
[41]. Pumped hydro energy storage combined with wind sources looks promising
for the island of Lesbos [42] and other islands with medium or large grid systems
which are geologically suitable. In islands (either inhabited or deserted) renewable
resources can also be used for hydrogen production which is another form of
energy storage. Hydrogen can be used as fuel for cars or ferries as described in
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paper [28] for a case study of a Norwegian island. Gondal and Sahir [43] discuss
modelling tools of hydrogen in conjunction with renewables in order to assist the
decision makers to invest in this technology. Prodromidis and Coutelieris [44]
investigate the utilisation of batteries and flywheels for autonomous renewable
energy based systems for the case of the Greek island of Naxos concluding that
these hybrid power systems seems to be economically competitive, while fly-
wheels commercialization is expected in near future. Energy storage could also be
used in hybrid renewable based power systems, which are not only responsible for
electrification but also for desalination and production of potable water. An
example of anhydrous areas or islands is the one presented by Karellas et al. [45]
for the Greek island of Chalki.

5 Analysis Tools for Energy storage Impact
in Micro-grid Applications

Developing an appropriate flexible tool for the design and capacity planning of
renewable energy generation units combined with storage devices will help to
localize the energy storage benefits to an intermittent renewable system. Therefore,
various strategies for increasing renewable energy source penetration into the grid
using storage technologies have to be studied. One of the main reasons for the
limited implementation in practice of the energy storage technologies, is the lack
of appropriate tools to investigate the operational cost and evaluation of the
benefits using market models when planning the power system including
the storage devices. Furthermore, the lack of a formal mechanism for calculating
the value of the benefits and savings brought by energy storage is a major con-
straint for wider storage implementation [46–48].

Kuldeep and Bharti [3] defined the major factors to be considered when
designing and implementing energy storage technologies both for grid connected
and off-grid application. These characteristics should be included in an appropriate
design and planning tool to obtain an optimized model of energy storage for use in
a microgrid environment or in a smart grid. Very useful information concerning
energy storage software tools is also included in a special purpose report prepared
for the U.S. Department of Energy [49]. It is interesting to note that neither
pumped hydro power nor compressed air energy storage systems due to siting
limitations have been addressed in this report. It is evident that new tools or new
modules within existing tools should be developed in order to help energy systems
designers to appreciate quantitatively the value of storage introduction in the
modern power grid.

Combining the results from work [3] and [49] the factors that should be con-
sidered while developing an energy storage optimisation and evaluation tool can
be summarised as follows:
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• Power plant generation capacity optimization.
• Identification of the application the storage technology is being used and its

suitability.
• Modeling of the energy storage technology, optimal sizing of the storage system

and optimization for specific use, such as ancillary services, renewable inte-
gration etc.

• Development of an energy storage dispatch algorithm.
• The interconnection requirements and constraints of energy storage in con-

junction with distributed generation.
• Control strategies to ensure power system reliability, power quality and efficient

planning functionality.
• Analysis of the investment effectiveness of the energy storage technology under

evaluation, from techno-economical perspective such as the return of the
investment on the end user costumer or the utility.

In order to examine the introduction of energy storage modules in energy tools,
a thorough investigation was conducted considering studies, models and planning
software tools. The investigation was based on the work of Hoffman et al. [49],
and Connolly et al. [50] and on internet sources [51–58]. For the sake of com-
parison purposes the results of the investigation are summarized and presented in
tabular form in Table 1 below.

The energy tool characteristics evaluated are:

• Energy storage modeling availability.
• The energy tool is able to perform arbitrage involving the purchase of inex-

pensive electricity available during periods when demand for electricity is low,
to charge the storage plant, so that the low priced energy can be used or sold at a
later time when the price for electricity is high.

• As operation optimization tool it provides the option to optimize the system
solution around particular uses.

• The tool is able to provide information on the impact of round trip efficiency of
the energy technology used.

• An investment return optimisation tool is capable to financially optimize and
provide information on the return of the investment.

• The energy tool as simulation tool simulates the energy power system under
study for a one year period time using a time step, usually hourly.

• The energy tool as scenario tool can operate the results for multitime-period,
combining the results into scenarios for a longer period of time usually
20–50 years.

For the sake of completeness simplified flow charts/diagrams from the user
manuals for two of the most important energy tools evaluated in this study,
RETScreen and EnergyPLAN, are presented below in Figs. 1 and 2, respectively
[52, 58] and are briefly discussed.

RETScreen is a clean energy project analysis software which is used for the
evaluation of energy production, life cycle costs, and greenhouse gas emissions,
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which has been developed as a Microsoft Excel spreadsheet file. It also has
embedded data, such as product, weather and cost databases. In order to perform
the analysis the software processes the input data from five worksheets. In the Start
worksheet general information about the project is provided by the user such as

Fig. 1 RETScreen model flow chart

Fig. 2 EnergyPLAN diagram
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title, location, weather condition etc. In the first step the Energy Model worksheet
is used to define the basic technological parameters of the proposed case study
such as the technology selected, the size etc., which then will be used, in com-
bination with the internal databases, to perform the requested simulation to extract
results. In step two, Cost Analysis is used to help the user estimate costs or/and
credits of the case studied. Input data for initial cost, investment, cost standpoint
etc. are inserted in this worksheet. In step three GHG analysis, Emission Analysis
is provided to help in the evaluation of the emission reduction potential of the
proposed project compared with the base case scenario. In step four Financial
Summary, or Financial Analysis worksheet includes financial parameters input
items of the project (e.g. discount rate, debt ratio, etc.), and its calculated financial
viability output items (e.g. IRR, simple payback, NPV, etc.), which allows the
decision-maker to evaluate the economic viability of the project. In step five the
software includes the Sensitivity and Risk Analysis, this feature of the software
shows the relationship between the key parameters and the financial indicators, as
well as the risk of the investment.

EnergyPLAN is a user friendly energy analysis software tool, designed in a
series of tab sheets. The main goal of the model is to assist the design of national
or regional energy planning strategies implementing different energy systems and
investments. EnergyPLAN considers, actually three primary sectors of any
national energy system, namely electricity, heat, and transport sectors. The model
is hourly simulation deterministic input/output model. In the front page a holistic
view of the energy system as shown in Fig. 2 is provided. In the Input tab,
information of the energy system is inserted in the model such as, energy demands
(heat, electricity, transport, etc.), energy production units and resources (wind
turbines, power plants, oil boilers, storage, etc.). In the Cost tab fuel costs, taxes,
variable and fixed operational (maintenance) costs, investment costs and lifetime
are introduced in the model according to the technology selected by the user. In the
Regulation tab, the regulation and operation of each plant and the system including
technical limitations are defined. In the Output tab the output results of the analysis
can be shown and/or exported from the model in the three following ways: View
on the screen, Print or see in Graphics. Finally, in the Setting tab, user has the
option to define the energy units and monetary units.

It should be noted finally, that various ‘real world’ case studies have been carried
out world-wide using the available energy analysis software tools. EnergyPLAN
has been used for simulation of a renewable energy system for the case of Mljet
island in Croatia [59]. Additionally EnergyPLAN has been used to model the
Chinese energy system in order to study the large-scale integration of wind power
in their system [60]. HOMER software has been used to find the optimal energy
solution for a given GSM Base Station Site in Nigeria [61], the software has also
been employed to evaluate a stand-alone PV system comprising of batteries as
described in the work of Nair and Garimella [10] from the technoeconomical point
of view. In another work by Castañeda et al. [62], HOMER is used as a sizing tool
for a stand-alone hybrid generation system integrating renewable energies for
comparative purposes. The latter case study concerns a load, located in Álora
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(Málaga), Spain and the system has batteries and fuel cells. NEMS is used to create
the annual energy output of USA [50]. RETScreen has been used to evaluate the
cost of a stand-alone photovoltaic system for a 4-person residential house in
Malaysia [63].

6 Discussion and Concluding Remarks

It can be seen that none of the eight tools presented has all the storage technology
models or the important characteristics. None is also absolutely dedicated to
energy storage optimisation. In addition there is no single software tool suitable for
the investigation of evaluating the various energy storage technologies in con-
junction with renewable energy sources, in terms of a micro or smart grid [49, 64].
In order to define the role and amount of storage, research should be focused on the
determination of an evaluation method to monetize the benefits provided by
energy storage technologies. There has been a number of projects aiming at this
development of an energy storage evaluation tool such as RESET (Renewable
Energy Storage Engagement Tool), which calculates the maximum economic
value of excess renewable generation by optimally sizing energy storage systems
allowing comparison and evaluation of the economic profitability of multiple
energy storage technologies at their site [65]. One of the most sophisticated,
energy storage evaluation tool is the one produced from the partnership between
the Sandia National Laboratories and KEMA funded from the DOE’s Energy
Storage Program, the ES-SelectTM Tool [66]. The aforementioned tool has been
released for public download which will help utilities, developers and regulators to
select the best storage option based on the application studied. It provides a
graphical comparison of statistical distributions for characteristics of feasible
energy storage technologies, such as installed cost and payback, to help users make
informed final decisions. It is a preliminary investigation tool which will help users
to decide whether or not a further detailed simulation run and site specific analysis
should be conducted.

It can be concluded, therefore, that the selection of an energy storage tech-
nology depends on the specifications of the application to be addressed. Also, even
though there is a wide range of energy tools only a limited number includes energy
storage modelling. It is obvious that there is no single software package able to
deal with the optimal sizing, sitting and operation of energy storage in distributed
renewable energy generation that would be useful to managers responsible for
capital investment decisions to value energy storage technologies and introduce
these technologies in present grid infrastructure development. Adopting energy
storage technologically will require appropriate modelling tool offering system
analysis, information on the economic and operational benefits and most important
including a methodology of evaluation of the different energy storage technologies
to determine the suitability and selection for specific application such as the
integration of various renewable energy resources.
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Electric storage is expected to play a larger role in islanded systems not only by
helping to stabilize generation and load variations but also minimise the operation
cost of the existing systems. Greek islands which are isolated and exhibit tre-
mendous amount of wind and solar power potential do indeed present a suitable
field of applying such energy storage technology analysis and evaluation tools.
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Particle Swarm Intelligence Based
Optimization Controller Applied to Two
Area Interconnected Power Systems

V. Jeyalakshmi and P. Subburaj

Abstract This paper presents the optimal performance of Load Frequency control
(LFC) in interconnected two-area power systems. Proportional–Integral (PI)
controllers are commonly used for LFC systems in power industry. But the
dynamic behaviors in the presence of variations in load changes with different
operating conditions are needed to be improved. This paper proposes Particle
Swarm Optimization (PSO) based Load Frequency Control for improving the
dynamic performance of the system. A two area interconnected power system,
having different generating units is considered to be equipped with Proportional
Integral and Derivative (PID) controller. PSO algorithm is implemented to search
the optimal controller parameters by minimizing the time domain objective
function. The performance of the proposed PID controller has been evaluated by
the performance of the conventional controller and the controller tuned by Genetic
algorithm (GA) in order to demonstrate the superior efficiency of the proposed
PSO algorithm. Simulation results proved that the proposed algorithm is moder-
ately fast algorithm and yields true optimal gains with minimum overshoot,
minimum undershoot, minimum rise time and minimum settling time for any
power system. Furthermore, the dynamic behavior of the proposed controller
under variations of system parameters and load changes are better than that of
conventional and GA controllers.
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1 Introduction

It is well known that three-phase alternating current (AC) is generally used to
transmit the electricity. During the transmission, both the active power balance and
the reactive power balance must be maintained between the generation and uti-
lization of the AC power. The power balances correspond to two equilibrium
points: frequency and voltage. A good quality of the electric power system
requires both the frequency and the voltage to be remain at constant values during
operation. It will be impossible to maintain the balances of both the active and
reactive powers without proper compensation. As a result of the imbalance, the
frequency and the voltage levels will be varied with the change of variations in the
loads. Thus a control system is essential to cancel the effects of the random load
changes and to keep the frequency and the voltage at the constant values [1]. The
active power and frequency control is referred to as load frequency control (LFC).
The foremost task of LFC is to keep the frequency constant against the randomly
varying active power loads, which are also referred to as unknown external dis-
turbance. Another task of the LFC is to regulate the tie-line power exchange error
[2]. A typical large-scale power system is composed of several areas of generating
units interconnected together and power is exchanged between utilities. A major
problem in the parallel operation of interconnected power systems is the control of
frequency and inter-area tie-line power flow control. The objective of the LFC in
interconnected power systems is to maintain the frequency of each area and to
keep tie-line power flows within some pre-specified tolerances by adjusting the
outputs of the high capacity generators when fluctuations occur in the load
demands [3]. There have been increasing interest in designing load frequency
controllers with better performance during the past years and many control
strategies have been developed for LFC. The first proposed control strategy was a
proportional integrator (PI) controller, which is nowadays widely used in the
industry [4]. The main drawback of this controller is that the dynamic performance
of the system is limited by its integral gain.

Despite the potential of the modern control techniques with different structure,
Proportional Integral Derivative (PID) type controller is still widely used for
solution of the LFC problem [4]. This is because due to it’s performed well for a
wider class of process. Also, it gives robust performance for a wide range of
various operating conditions and easy to implement. The PID controller parame-
ters tuning are usually done by trial and error methods based on the conventional
experiences. Hence, they are not capable of providing good robust performance for
power system subjected to different kinds of uncertainties and disturbances. An
appropriate selection of PID controller parameters results in satisfactory perfor-
mance during system upsets. Thus, the optimal tuning of a PID gain is required to
get the desired level of robust performance [5, 6]. Since the optimal setting of PID
controller gains is a ‘‘multimodal’’ optimization problem (i.e., there exists more
than one local optimum) and more complex due to nonlinearity, complexity and
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time-variability of the real world power systems operation. Hence, the local
optimization techniques, which are well elaborated upon, are not suitable for such
a problem. Many studies have been carried out in the past on this important issue
in power systems such as linear feedback, optimal control and variable structure
control [7–9] have been proposed in order to improve the robust performance.
These controllers may be improper in some operating conditions. This could be
due to the complexity of the power systems such as nonlinear load characteristics
with variable operating points. The availability of an accurate model of the system
under study plays a crucial role in the development of the most control strategies
like optimal control. However, an industrial process, such as a power system,
contains different kinds of uncertainties due to changes in the system parameters
and its characteristics, loads variations and errors in the modeling.

Recently, a global optimization technique like Genetic Algorithm has attracted
the attention in the field of controller parameter optimization [10–12]. Unlike other
techniques, GA is a population based search algorithm, which works with a
population of strings that represent different solutions. Therefore, GA has implicit
parallelism that enhances its search capability and the optima can be located
swiftly when applied to the complex optimization problems. Unfortunately recent
research has found some drawbacks in GA performance [13] such as the param-
eters being optimized are highly correlated. They need to run several times to
obtain the best optimal solution [14, 15]. Also, the premature convergence of GA
degrades its performance and reduces its search capability resulting in sub-optimal
solutions with revisiting the same solutions. To overcome this problem of sub-
optimal convergence, powerful computational intelligent evolutionary techniques
as Particle Swarm Optimization is proposed by the authors [16–18] to optimize the
PID gains of the controller for the Automatic Generation Control problem in
power systems. PSO is a computational intelligence-based technique that is not
largely affected by the size and the nonlinearity of the problem, and can converge
to the optimal solution in many problems where most analytical methods fail to
converge. PSO has been applied to various fields of power system including
economic dispatch problems as well as in optimization problems in electric power
systems [19]. It can therefore be effectively applied to different optimization
problems in power systems.

In this work, different controllers such that, Conventional PID, Genetic Algo-
rithm based PID (GAPID) and Particle Swarm Optimization based PID (PSOPID)
are developed. The comparative study has been made between these controllers by
varying the system parameters with different load conditions. In this simulation
study, two area power systems with two different parameters are chosen and load
frequency control of this system is made based on optimal tuning of PID controller
parameters. Simulation results show that the overshoots, undershoots and settling
times with the proposed PID controller are better than the outputs of the con-
ventional and GA controllers under a wide range of changing load conditions with
different system parameter changes occurred.
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2 Dynamic Model of the System

A two-area interconnected power systems with different units are considered here.
Figure 1 shows the representation of the two-area interconnected power systems.
The two areas may have the combinations of different units. (Thermal—Hydro
units). The detailed transfer function models of speed governors, thermal non-
reheat turbines and hydro turbines are developed. Governors are the units that are
used in power systems to sense the frequency bias caused by the load change and it
can be cancelled by varying the inputs of the turbines. The transfer function of
governor unit is given by [20]:

Gg Sð Þ ¼ DPe sð Þ
DPv sð Þ ¼

1
Tg1sþ 1

where DPe—change in electrical power; DPv—Change in gate/valve position;
Tg1—Governor time constant.

A turbine unit in power systems is used to transform the natural energy, such as
the energy from steam or water, into mechanical power that is supplied to the input
of the generator. In LFC model, there are three kinds of commonly used turbines:
non-reheat, reheat and hydraulic turbines, all of which can be modeled by transfer
functions. The transfer function of the non-reheat turbine is represented as follows:

GNR Sð Þ ¼ DPmðsÞ
DPvðsÞ

¼ 1
Tt1sþ 1

where DPm—change in mechanical power; Tt1—Time delay.

Fig. 1 Two area interconnected power system for test case B1
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A generator unit in power systems converts the mechanical power (DPm)
received from the turbine into electrical power (Df). The transfer function of the
generator is represented as follows:

G Sð Þ ¼ Df ðsÞ
DPmðsÞ

¼ Kpi

Tpisþ 1

where Kpi—System gain for area i; Tpi—Generator time constant for area i.
Hydraulic turbines are non-minimum phase units due to the water inertia. In the

hydraulic turbine, the water pressure response is opposite to the gate position
change at first and recovers after the transient response. Thus the transfer function
of the hydraulic turbine is in the form of,

GH Sð Þ ¼ DPmðsÞ
DPvðsÞ

¼ �Tws
0:5Twsþ 1

� �

where Tw—water starting time.
For stability concern, a transient droop compensation part in the governor is

needed for the hydraulic turbine. The transfer function of the transient droop
compensation part is given by

GTD Sð Þ ¼ Trsþ 1

Tr
Rt

R2

� �
sþ 1

0
@

1
A

where Tr—reset time; Rt and R2—temporary droop and permanent droop
respectively.

2.1 Problem Description

The LFC problem considered here is the perturbations in small load and system
parameter changes which continuously disturb the normal operation of a power
system. To overcome the above difficulty we propose an optimal controller to
provide better performance when disturbances are occurring. In practical cases we
are having different units are interconnected together to meet the increasing
demand. Interconnection established increases the overall system reliability. Even
if some generating units in one area fail, the generating units in the other area can
compensate to meet the load demand [21]. In this work, the frequency and tie line
power deviation among different units are observed and the dynamic performance
of the system is also analyzed. Since the two areas are interconnected by tie-lines,
a single PID controller whose input contains the error signal and their changes in
both areas are used. The PID controller has the following structure [22]:
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K sð Þ ¼ Kp þ
Ki

s
þ Kds ð1Þ

where Kp is the proportional gain, Ki is the integral gain and Kd is the derivative
gain. The control signal for PID controller can be given in the following equation.

Ui sð Þ ¼ �K sð Þ � ACEiðsÞ ð2Þ

The control action which depends upon the Area Control Error (ACE) which is
a linear combination of net tie-line power error (DPtie) and frequency error (Df)
and represented as [14]:

ACEi ¼ DPtie;i þ biDfi ð3Þ

where bi is frequency bias coefficient, DPtie,i is the tie-line interchange error and
Dfi is the frequency error component. This signal is used to regulate the generator
output power based on network load demand. The objective is to obtain the better
transient response under varying system parameters with various load conditions.
The transient response can be optimized that means minimum undershoot, mini-
mum overshoot and minimum settling time of DF1, DF2 and Delta Ptie for area 1
and area 2 respectively. This is achieved through optimization of PID Gains of the
PID controllers by any of the optimization techniques. A performance index can be
defined by the Integral of Time multiply Absolute Error (ITAE) of the frequency
deviation of both areas and tie line power. The objective function J is set to be

JðKP;Ki;KdÞ ¼
Z t

0
tð Df1j j þ Df2j j þ DPtiej jÞdt ð4Þ

It is clear that the controller with lower ITAE is better than the other controllers.
To compute the optimum parameter values, 10 and 25 % step change in DPL1 and
DPL2 is assumed and the performance index is minimized using optimization
algorithms.

3 Optimization Techniques

Proper selection of PID controller parameters is necessary for the satisfactory
operation of the system. In this work, the problem of PID controller parameter
selection is formulated as an optimization problem, the objective function of which
is given by Eq. (4). Optimization techniques such as GA and PSO are applied to
the above optimization problem to search for the optimum value of the controller
parameters. The implementations of these algorithms are given in the following
sections.
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3.1 Genetic Algorithm

Genetic algorithm (GA) is one of the optimization methods based on the
mechanics of natural selection and genetics. An implementation of genetic algo-
rithm begins with a population of chromosomes [23]. The major steps involved are
the generation of population of solutions, finding the objective function and fitness
function and the application of genetic operators. There are four operators such as,
selection, reproduction, crossover and mutation. In nature, the individual can have
better survival traits that will survive for a longer period of time. This in turn
provides it a better chance to produce offspring with its genetic material. There-
fore, after a long period of time, the entire population will consist of lots of genes
from the superior individuals and less from the inferior individuals. In a sense, the
fittest survived and the unfit died out. This force of nature is called natural
selection. Changes occur during reproduction. The chromosomes from the parents
exchange randomly by a process called crossover. Therefore, the offspring exhibit
some traits of the father and some traits of the mother. A rare process called
mutation also changes some traits.

An important characteristic of genetic algorithm is the coding of variables that
describes the problem. The most common coding method is to transform the
variables into a binary string or vector; GA performs best when the solution
vectors are binary. Just like natural genetics a chromosome (a string) will contain
some genes (binary bits). A population size is chosen which consists of several
parent strings. The strings are then subjected to an evaluation of fitness function
and its least fitness value will be selected for the next generation. The selected
strings will produce new off springs by reproduction, cross over and mutation
operation. Hence a new population which is different from old population is
produced in each cycle of iteration. The whole process is repeated for several
iterations till or near optimal solution is reached.

While applying GA to obtain optimal PID controller parameters, the following
factors are needed to be considered.

1. Representation of Decision variables
2. Formation of Fitness function

Variable Representation
Each individual in the genetic population represents a candidate solution. In the
binary-coded GA, the solution variables are represented by a string of binary
alphabets. For tuning of PID controller, the elements of the solution consist of
Proportional gain (Kp), Integral gain (Ki) and Derivative gain (Kd). These vari-
ables are represented as binary strings in the GA population. With binary repre-
sentation, an individual in the GA population for computing optimal controller
parameters will look like the following:

1011100111|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Kp

101101101|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Ki

1011100101|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Kd
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Evaluation of the individuals in the population is accomplished by calculating
the objective function of the problem using the parameter set. The result of the
objective function is used to calculate the fitness value of the individual. Fitter
chromosomes have higher probabilities of being selected for the next generation.
The fitness function is a reciprocal of the performance criterion as in (4). Hence,
the minimization of objective function given by (4) is transformed to a fitness
function to be maximized as follows:

Ffitness ¼
1

1þ Fcost
ð5Þ

For designing the controller, cost function (Fcost) can be assumed as minimi-
zation of ‘‘Integral time Absolute Error’’ (ITAE), as shown in Eq. (4).

In this research work, the PID Controller gains Kp, Ki, and Kd are represented by
a string of 32 binary bits. Then binary coded value is converted to decimal value
which gives the corresponding gain values. Now the problem is the optimization of
dynamic performance of the system with respect to undershoot, overshoot and
settling time. We choose the fitness function as the sum of the absolute value of the
error signal multiplied with time (ITAE). Population size is chosen as 100. The
fitness function is computed for each string of the population, the string which gives
less value of fitness function is considered as the better one. The better strings
survive in the next population and 50 % of the strings are selected on the basis of
their fitness function value and the remaining 50 % are selected from the first
generation on the basis of their best value to make the population size of 100 for the
next generation. After performing GA operations such as selection, cross over and
mutation new off spring strings are produced for the controller gains. Then the
system performance characteristics and the fitness values are evaluated for each
string. The continuous process of evaluation of fitness function, selection, crossover
and mutation represents one complete cycle of iteration. In such a way that within
100 iteration cycles the PID controller gains reach its optimal value to obtain the
desired performance characteristics.

3.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a population based stochastic optimization
technique developed by Eberhart and Kennedy [22], inspired the social behavior of
bird flocking or fish schooling. PSO shares many similarities with evolutionary
computation techniques such as Genetic Algorithms (GA). The system is initial-
ized with a population of random solutions and searches for optimal by updating
generations [24]. However, unlike GA, PSO has no evolution operators such as
crossover and mutation. The population of solution candidates is called a
‘‘swarm’’, while each candidate is called a ‘‘particle’’. It uses a number of particles
that constitute a swarm moving around in the D-dimensional search space looking
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for the best solution. The particles have memory and each particle keeps track of
its previous best position, called pbest with its fitness value. When a particle takes
all the population as its topological neighbors, the best value is a global best
called gbest. The PSO concept consists of changing the velocity of each particle
toward its pbest and gbest locations at every iteration. The flow chart of PSO
Algorithm employing is shown in Fig. 2.

Further investigation describes the implementation of PSO algorithm in this
work. Let a swarm of n particles be considered for population. In a physical
D-dimensional search space, the position and the velocity of individual ith particle
is represented as the vectors Xi = (xi,1, xi,2,…, xi,D) and Vi = (vi,1, vi,2 ….vi,D)
respectively. The pbest is the best previous position yielding the best fitness value
for the ith particle and is represented as pbesti = (pbesti,1, pbesti,2,…pbesti,D) and
gbest is the best position in the whole swarm population and is represented as
gbesti = (gbesti,1, gbesti,2,… gbesti,D). The PSO algorithm updates its velocity and
its position by the using the following Equation [13]:

Vi;d
kþ1 ¼W � Vi;d

k þ c1 � rand1 � ðpbesti;d
k � Xi;d

kÞ þ c2 � rand2

� gbesti;d
k � Xi;d

k
� �

ð6Þ

Xi;d
kþ1 ¼ Xi;d

k þ Vi;d
kþ1 ð7Þ

Fig. 2 Flow chart of PSO
algorithm
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where C1 = 1.5 and C2 = 1.5 are the learning factors which determines the
relative influence of cognitive and social component to update the position and
velocity respectively. rand1 and rand2 are two random numbers in the range of
[0,1]. Vi; d

k and Xi; d
k are the velocity and position of ith particle in dth dimension

till kth iteration respectively. The gbesti,d
k is the global best of ith particle in dth

dimension till kth iteration and pbesti,d
k is the personal best of ith particle in dth

dimension till kth iteration. The inertia weight parameter W, which controls the
exploration and exploitation of the search space. In general, the weight W is set
according to the following equation [13]:

W ¼ Wmax � Wmax � Wminð Þ � Iter=Itermax ð8Þ

where Wmax and Wmin are the initial and final weight respectively. Iter is the
current iteration number and Iter max is maximum iteration number. The principle
of a particle displacement in the swarm is graphically shown in Fig. 3, for a two
dimensional design space.

The velocity is restricted to a certain dynamic range. mmax is the maximum
allowable velocity for the particles, i.e., in case the velocity of the particle exceeds
mmax, then it is reduced to mmax. Thus, the resolution and fitness of search depend
upon mmax. If mmax is too high, then the particles will move beyond good solution,
and if mmax is too low, then the particles will be trapped in local minima. The
learning factors (c1 and c2) which change the velocity of a particle towards pbesti
and gbesti.

Fig. 3 Particle’s position
from one instant k to another
instant k ? 1

78 V. Jeyalakshmi and P. Subburaj



4 Simulation Results

Simulation studies were performed on an interconnected power system that
explained in Sect. 2. Typical data for the system parameters and algorithm param-
eters are given in Appendix. To start GA algorithm, a decision has to be made about
the GA parameters which include population size, crossover probability, mutation
probability, and number of generations. The proper choice of these parameters will
ensure sufficient diversity in the population, which prevents the GA from being
trapped in a local minimum. Moreover, random initial population will prevent pre-
mature convergence, and does not bias the performance of the GA. General guide
lines available in the literature can be used in the selection process. After so many
trials, a population size, a crossover probability, and a mutation probability are used
as given in Appendix are chosen. The algorithm is terminated when there is no
significant improvement in the value of the performance index as shown in Fig. 4.

The PSO parameters given in Appendix are used. After updating the position
and the velocity of each particle the performance index is evaluated and the
convergence is verified. The algorithm is also terminated when there is no sig-
nificant improvement in the value of the performance index as shown in Fig. 5.

From Figs. 4 and 5 it is clearly understand that the PSO algorithm will provide
better performance in reducing the performance index value. After 30 generations
only GA provides the saturated value of ITAE. But in case of PSO from initial
condition also the value of ITAE is very much reduced as compared to GA.

The performances of three controllers (Conventional, GA and PSO) are tested
with the power system having different combinations of units such as thermal and
hydro units. The main objective of this paper is to establish that the PSO algorithm
is the best optimization algorithm for complex system when there are system
parameters and load changes are frequently occurred. For that different test cases
in the power system at different conditions are considered Table 1 shows 18 test
cases of two area interconnected power systems.

Fig. 4 Performance Index
for the test case A3 using GA
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For analyzing purpose the load in the two areas are changed as 10 and 25 % and
with transient responses are observed. Simulation analytical results conclude that
the PSO algorithm could rapidly converge to the best optimal solution. In this
section different comparative cases are examined to show the effectiveness of the
proposed PSO Algorithm method for optimizing PID controller parameters. The
performance index is calculated for the given power system using various tech-
niques are tabulated in Table 2.

Fig. 5 Performance Index
for the test case B5 using
PSO

Table 1 Test cases of interconnected two-area power systems

Test case System parameters Area 1 Area 2 Load conditions
Unit I Unit II

Case A1 Tp1 = 20; Thermal Thermal 10 % increase in area 1
Case A2 T12 = 0.0866 Thermal Thermal 25 % increase in area 1
Case A3 B1 = 0.4166 Thermal Thermal 10 % increase in area 2
Case A4 Tp2 = 20; Thermal Thermal 25 % increase in area 2
Case A5 T12 = 0.0549 Thermal Thermal 10 % increase in area 1 and 2
Case A6 B2 = 0.275 Thermal Thermal 25 % increase in area 1 and 2
Case B1 Tp1 = 10; Thermal Hydraulic 10 % increase in area 1
Case B2 T12 = 0.0549 Thermal Hydraulic 25 % increase in area 1
Case B3 B1 = 0.275 Thermal Hydraulic 10 % increase in area 2
Case B4 Tp2 = 20; Thermal Hydraulic 25 % increase in area 2
Case B5 T12 = 0.0866 Thermal Hydraulic 10 % increase in area 1 and 2
Case B6 B1 = 0.4166 Thermal Hydraulic 25 % increase in area 1 and 2
Case C1 Tp1 = 10; Hydraulic Hydraulic 10 % increase in area 1
Case C2 T12 = 0.0549 Hydraulic Hydraulic 25 % increase in area 1
Case C3 B1 = 0.275 Hydraulic Hydraulic 10 % increase in area 2
Case C4 Tp2 = 10; Hydraulic Hydraulic 25 % increase in area 2
Case C5 T12 = 0.0549 Hydraulic Hydraulic 10 % increase in area 1 and 2
Case C6 B2 = 0.275 Hydraulic Hydraulic 25 % increase in area 1 and 2
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The dynamic performances of the system under varying load conditions when
the system parameter changes are compared for three different controllers. For
different values of DPL1 are applied to both areas, at the same time the system
parameters such as TPi, Tij and Bi are also changed to show the effectiveness of the
control strategy optimized by the PSO Algorithm. A step load disturbance of
control area 1 is increased by 10 and 25 % of nominal loading and the transient
response of the system is observed. The same disturbances are applied to control
area 2 and the response of the system is also observed. Then the increased load
disturbance 10 and 25 % of nominal loading is applied to both areas simulta-
neously. As a result, it is found that the PSO based controller drastically reduces
the overshoot by a large value as shown in Figs. 6, 7 and 8. Settling time, Rise
Time and Peak Time have also improved. All these analytical results have been
validated by executing MATLAB SIMULINK with proper values of input
parameters, variable parameters and optimal PID gains.

4.1 Performance Analysis

The optimal objective function evaluations are made 50 times for each technique
with all the test cases. The Matlab 7.0 software is used for simulation purpose.
Figures 6, 7 and 8 shows the plots of Change in FI (DF1), Change in F2 (DF2) and
Change in Ptie (Delta Ptie) versus time for all three algorithms for test cases A1,
B4 and C5 respectively.

4.2 Parameter Variations

A parameter variation test is also applied to assess the robustness of the proposed
controller. Figure 6 shows the response of the system with variations in Tij. It is

Table 2 ITAE Value for various load conditions

The calculated ITAE

Test cases PSO GA CONV Test Cases PSO GA CONV

Case A1 0.0012 0.0112 0.0405 Case B4 0.0024 0.0314 0.6775
Case A2 0.0052 0.0235 0.6275 Case B5 0.0008 0.0415 0.4454
Case A3 0.0065 0.0471 0.7501 Case B6 0.0021 0.0612 0.5125
Case A4 0.0046 0.0884 0.1123 Case C1 0.0065 0.1221 0.2010
Case A5 0.0044 0.0556 0.2245 Case C2 0.0054 0.0067 0.0221
Case A6 0.0051 0.0088 0.0334 Case C3 0.0056 0.0545 0.0112
Case B1 0.0087 0.0234 0.4231 Case C4 0.0263 0.0615 0.1125
Case B2 0.0056 0.0887 0.3345 Case C5 0.0003 0.0511 0.0123
Case B3 0.0011 0.0445 0.1152 Case C6 0.0004 0.0061 0.0812
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clear that the system is stable with the proposed controller. Another parameter
variation test is also applied to validate the effectiveness of the proposed con-
troller. The response of the system with variations in generator time constant (Ti)

Fig. 6 Change in frequency
DF1, DF2 and Tie-line power
flow for the test case A1
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is shown in Fig. 7. The designed controller is capable of providing sufficient
damping to the system oscillatory modes under different operating conditions.
Hence, the robustness of the proposed controller are verified.

Fig. 7 Change in frequency
DF1, DF2 and Tie-line power
flow for the test case B4
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5 Conclusions

The proposed PSO Algorithm is applied to tune the parameters of the load fre-
quency controller in two area interconnected power systems. The proposed con-
troller was applied to the power systems with the considerations of system
parameter changes and various load conditions. To demonstrate the robustness of
the proposed method, comparative study has been made between Conventional,
GA and PSO controller. The optimal gain values of PID Controller are obtained by

Fig. 8 Change in frequency
DF1, DF2 and Tie-line power
flow for the test case C5
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applying Genetic Algorithm while considering the ITAE as performance index.
The performance measures such as the settling time, rise time, maximum over-
shoot, and undershoot are being observed from the response curve. The optimal
gain values are also obtained using proposed PSO algorithm and it provides better
performance than GA under dynamic condition. The simulation results show that
the proposed method is robust when changes in the parameter of the system
occurred. Therefore, the proposed PSO-PID controller is recommended to generate
good quality and reliable electric energy. In addition, the proposed controller is
very simple and easy to implement since it does not require more information
about system parameters. Many real world optimization problems can be modeled
with multiple and even conflicting objectives. Hybrid metaheuristics technique can
provide a more efficient behavior and a higher flexibility when dealing with multi
objective problems. In future, multi objective design of load frequency controller
using hybrid metaheuristics technique will be considered.

6 Appendix

The typical values of parameters of the system are shown below:

TP1 ¼ TP2 ¼ 20 s; TT1 ¼ TT2 ¼ 0:3 s; T12 ¼ 0:545 p:u;

TG1 ¼ TG2 ¼ 0:08 s; Kp1 ¼ Kp2 ¼ 120 Hz=p:u MW; a12 ¼ �1;

R1 ¼ R2 ¼ 2:4 Hz=p:u MW; B1 ¼ B2 ¼ 0:425 p:u MW=Hz;

GA Parameters:

No of variables = 3; No of generation = 50;
Population size = 20; Cross over probability = 0.6;
Mutation probability = 0.06.PSO Parameters:

Population Size = 20; C1 = C2 = 2; rand1 = rand2 = 0.5;
xmax = 0.9 and xmin = 0.4; Itermax = 50.
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Allocation and Size Evaluation
of Distributed Generation

Partha Kayal and C. K. Chanda

Abstract Recently technological innovation, environmental concerns and market
liberalization help to penetrate Distributed Generation (DG) of significant number
and capacity into power distribution system. This paper represents technique to
minimize power losses in a distribution feeder by optimizing DG model in terms of
size and location. A novel Voltage Stability Indicator (VSI) is proposed that can
identify critical buses in distribution system. Based on VSI, the suitable location of
distributed generator is identified. Desired size of DG is evaluated by simulating
ANN model with proper training. The proposed methodology is tested by checking
through 15 bus radial distribution and 52 bus practical distribution systems. There
are considerable improvements of voltage profiles of the buses after appropriate
allocation of DG. Appreciable reductions of distribution power losses for both the
systems are also obtained.

Keywords Voltage stability indicator � ANN model � Priority list � DG size

1 Introduction

Worldwide there is growing interest in Distributed Generation (DG) for supplying
electrical power to consumers. Integration of DG can have an impact on the
practices used in distribution systems, such as the voltage profile, power flow,
power quality, stability, reliability, and protection. In addition, with the small scale
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capacity, time of DG installment and some uncertainties in economic planning and
construction are reduced. Therefore, the DG projects contain less risk compared
with central power plant ones. Most of the radial distribution systems suffer with
voltage stability [1, 2] problems at feeders. DG can provide voltage support to
boost up the low voltage at the end of feeder. Additionally, DG also promotes
greater competition in electricity supply market, because of its short payback
period in comparison with transmission and central generation station projects, and
its supply power directly to the local distribution network and the local utility. But,
unplanned uses of DG while solving some problems may cause additional prob-
lem. Therefore some tools or techniques [3–6] are needed to be examined for
allocation and sizing of DG.

Recent researches focus on selection of best places for installation and pref-
erable size of DG units in large distribution system. Kashem and Ledwich [7] have
discussed about optimal use of voltage support distributed generation to support
voltage in distribution feeders. They have applied sensitivity analysis to determine
appropriate size of DG. Analytical approaches to choose optimal location for DG
in radial network with an objective of loss minimization have been presented by
Caisheng and Nehrir [8]. Rafidah and Rahim [9] have discussed about method-
ology to evaluate DG size and its impact on power losses and voltage profile in
distribution system. Acharya et al. [10] have derived an expression to calculate
appropriate size and location for DG placement to minimize distribution losses.
A G.A based optimal sizing and placement of DG considering the system energy
loss minimization in different loading condition have been presented by Singh
et al. [5]. However, this method needs extensive calculations. A method for
placement of DG units using continuation power flow analysis has been proposed
by Hedayati et al. [11]. Devi and Subramanyam [12] have discussed about optimal
DG unit placement using fuzzy logic. Ganesan and Subramanyam [6] have opti-
mized cost, emission and reliability of DG using Hopfield Neural Networks
(HNN), Particle Swarm Optimization (PSO) and HNN-PSO techniques. These
methods take longer time for calculation. Roy and Mandal [13] have studied
optimal reactive power dispatch using Quasi Oppositional Biogeography Based
Optimization (QOBBO) technique. The methodology determines control variable
settings such as generator terminal voltages, tap positions of the regulating
transformer and the VAR injection of the shunts compensator, for real power loss
minimization in the transmission system.

In this paper, optimal allocation of DG based on determination of most sensitive
buses to the voltage collapse in distribution network is analyzed. A Voltage Sta-
bility Indicator (VSI) is developed from conventional power flow equation to
determine stability condition of buses. Artificial Neural Network (ANN) technique
is used to determine the proper capacity of DG to ensure the static voltage of each
node within permissible limit. Proposed method is tested on 15 bus and 52 bus
radial distribution systems. Through simulation, the impact of DG on static voltage
profile is illustrated. The influence of DG on voltage stability and system power
losses are also quantified here.
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2 Location Selection for DG

In developing countries most of the distribution systems are operated with radial
structure. Larger voltage drop in these types of systems are obvious. By analyzing
voltage sensitivity of lines, weakness of network voltage may be identified and
opportunities for improvement with real or reactive power compensation via DG
can be examined.

2.1 Voltage Stability Indicator

Power network are becoming heavily stressed to meet ever increasing load
demand. This situation has resulted into deterioration of voltage magnitudes at
buses. One of the major problems that may associate with such a stressed system is
voltage collapse. From the necessity of accurate analysis of voltage stability a
number of analytical and computational tools have been discussed [1, 2, 7]. In this
section a simple VSI is formulated for radial distribution system to get a estimation
of the distance to voltage collapse. The indicator uses the bus voltage and network
information provided by load flow program.

Any branch ri þ jxi connected between bus:i and bus:i ? 1 of the radial dis-
tribution system may be represented by an equivalent circuit model as in Fig. 1.

I2 ¼ ðP2
iþ1 þ Q2

iþ1Þ=V2
iþ1 ð1Þ

Again

I2 ¼ P2
L þ Q2

L

ðVi � Viþ1Þ2
ð2Þ

Here PL and QL are the active and reactive power loss of the line connected
between two nodes.

So, from Eqs. (1) and (2) equating I2 it becomes,

P2
iþ1 þ Q2

iþ1

V2
iþ1

¼ P2
L þ Q2

L

ðVi � Viþ1Þ2
ð3Þ

Now

Piþ1 ¼ Pi � PL ð4Þ

Fig. 1 Two bus power
system network
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Qiþ1 ¼ Qi � QL ð5Þ

PL ¼ ri
P2

iþ1 þ Q2
iþ1

V2
iþ1

� �
ð6Þ

QL ¼ xi
P2

iþ1 þ Q2
iþ1

V2
iþ1

� �
ð7Þ

As the value of PL and QL from Eqs. (6) and (7) have used in Eq. (3)

Vi � Viþ1 � V2
iþ1

� �2¼ P2
iþ1 þ Q2

iþ1

� �
: r2

i þ x2
i

� �
ð8Þ

Since the positive root of the Eq. (8) is taken,

V2
iþ1 � Viþ1:Vi þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2

iþ1 þ Q2
iþ1

� �
: r2

i þ x2
ið Þ

� �q
¼ 0 ð9Þ

The roots of the Eq. (9) are real if

V2
i � 4 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2

iþ1 þ Q2
iþ1

� �
: r2

i þ x2
ið Þ

� �q
� 0 ð10Þ

From Eq. (10) the developed Voltage Stability Index (VSI) is given as

Liþ1 ¼
4 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2

iþ1 þ Q2
iþ1

� �
: r2

i þ x2
ið Þ

� �q

V2
i

� 1 ð11Þ

In practice, distribution system operators are always try to maintain the system
within a given voltage stability margin; so that small contingencies do not make
the system unstable. Therefore, Liþ1 must be less than threshold value for main-
taining stability at that bus. The more the value of the indicator nearer to zero the
system is more stable.

2.2 Priority List

Voltage stability level of each bus is calculated using the proposed VSI. The buses
are ranked in descending order according to their values of VSI to form a priority
list. The top ranked bus has chosen first for allocation of DG. Subsequently lower
ranked buses are fed with power from DG units. How many number of DG units
would be installed depend on sizing issues of DG units. After installation of each
DG unit, load flow solution is performed to monitor voltage magnitude of buses,
network power losses and voltage stability condition of the system.
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3 Sizing of DG

DG is small scale power generation ranging from multi-kW to few MW and
usually connected to distribution system. The impact of DG on distribution system
may be positive or negative depending upon the size and operating condition of
DG. The size at most should be such that it is consumable within the distribution
substation boundary. Further increase of size can cause reverse flow of power
through substation which will lead to high system losses.

3.1 ANN Model

For a particular bus as the size of DG is increased beyond optimal DG size network
losses starts increasing rather than decreasing. So, appropriate size evaluation of
DG has become very significant. The use of ANN can capable to indicate the best
solution for a given distribution system. This is because of the advantage of high
computation rate provided by three layered feed forward ANN in approximating a
complex nonlinear mapping. A feed forward ANN works on the basis of propa-
gation of signal in only one direction from an input stage to an output stage
through intermediate neurons. Number of hidden layer is chosen to match the
complexity of the function. Error Back Propagation Learning algorithm (EBPL) is
used as training algorithm for ANN due to faster learning and reliable conver-
gence. The error function chosen for learning process is Mean Square Error (MSE)
of outputs. The architecture of three layered ANN is shown in Fig. 2.

Appropriate size of DG unit for a particular bus can be determined for desired
voltage profile of that bus. With random change of DG unit at that bus, values of
voltage magnitudes are determined from power flow solutions. Feed forward ANN
is trained rigorously with DG size correspond to voltage magnitudes at poor
voltage stable bus obtained from load flow solution. Then, for any required bus
voltage the optimal size of DG unit (MVA) for that particular bus evaluated.

Fig. 2 Architecture of three
layered feed forward ANN
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3.2 Computational Procedure

Installation of DG of non-optimal size can result in an increase of system losses;
implying reduction of voltage magnitudes at buses of network. Computational
procedure for proposed methodology is as follows (Fig. 3).

1. Run the power flow solution at base case of the system.
2. Calculate VSI of each bus and store.
3. Arrange VSI of buses in descending order to form priority list.
4. Place DG at top ranked bus.
5. Change size of DG randomly within certain limit and calculate voltage

magnitude of the highest priority bus to form training data set.
6. Train three layered feed forward ANN properly with training data set.
7. Evaluate appropriate DG size (MVA) for desired voltage profile at the bus from

ANN model.
8. Repeat step-5 to step-7 to allocate DG units subsequently at other weak voltage

stable buses till desired voltages at all buses are obtained.

4 Test System

The proposed technique has been tested on 15 bus [14] and 52 bus radial distri-
bution system. Single line diagram of 15 bus system is as shown in Fig. 4.

Load data of the system is given in Table 1.
There are three main feeders of 11 kV, 52 bus practical distribution system

supplying a total load of 4.184 ? j2.025 MVA [15]. The schematic diagram of the
test system is shown in Fig. 5.

Line impedance of the system is 0.0086 ? j0.0037 X/km.
A Newton–Raphson algorithm based load flow solution program is written in

MATLAB 7 to solve power flow problem.

5 Simulation Results

VSI of each bus is calculated with system data of base configuration. Priority list is
prepared and presented in Table 2.

Obtaining the data from power flow solution, total branch power losses are
calculated for 15 bus. Total distribution loss incurred is 79 ? j75 kVA. The size of
distribution system in term of load (MVA) will play an important role to select the
size of DG. To obtain a reasonable solution; the size of DG unit should not be so
small or so high with respect to load value. Therefore DG range is chosen as 10 %
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of total load B SDG B 30 % of total load for this system. Optimal size of DG unit
is quantified through raising the voltage magnitude of ill voltage stable bus to
0.95 p.u. According to priority list DG is installed at Bus-10. Appropriate size of
DG is obtained from ANN model. Figure 6 shows that ANN estimated size of DG
is 0.2454 MVA.

Change  
DGS (MVA) of that 

bus and run load flow solution 
program

Calculate voltage magnitude 
corresponding to  

DGS and store

Train ANN

Get output of appropriate DG size for 
voltage magnitude of 0.95 p.u at DG 

allocated bus from ANN

Check
voltage of all buses>= 

desired voltage

Calculate VSI of buses 
and form priority table

Place DG unit at a bus 
according to priority list

Stop iteration and show DG 
allocated bus and size of 

DG units

No

Yes

Fig. 3 Flow chart for
allocation and sizing of DG
units
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For 15 bus system one DG is sufficient to boost up the voltage magnitudes of all
the lower voltage buses near to 0.95 p.u as shown in Fig. 7.

For 52 bus system active and reactive power losses of the network are obtained
as 741 kW and 307 kVAR respectively. Table 3 shows rank of buses to allocate
DG.

According to priority list first DG unit is placed at Bus-44 because it is the most
sensitive bus to voltage collapse. DG range is chosen as 0.4648 MVA B

SDG B 1.3944 MVA i.e. 10 % of total load B SDG B 30 % of total load for this
system. Based on the proposed methodology, optimum size of DG unit at Bus-44
is calculated using ANN. Figure 8 obtained from simulation of ANN model shows
training and target output data at Bus-44. Very low Mean Square Error
(MSE = 0.00069) confirms the validation of the proposed model.

Fig. 4 Single line diagram
of 15 bus radial distribution
system

Table 1 Load and generation data of 15 bus distribution system

Bus number Load Generation

Active (kW) Reactive (kVAR) Active (kW) Reactive (kVAR)

1 – – 1,305 1,325
2 44 45 – –
3 70 71 – –
4 140 143 – –
5 44 45 – –
6 140 143 – –
7 70 71 – –
8 140 143 – –
9 70 71 – –

10 140 143 – –
11 70 71 – –
12 44 45 – –
13 44 45 – –
14 140 143 – –
15 70 71 – –
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Appropriate DG size at Bus-44 is 0.7123 MVA i.e. 15.06 % of total load.
In the same way another two DG units are installed consecutively at Bus-36 and

at Bus-13.
Minimum size of DG i.e. 0.4648 MVA is sufficient to raise the voltage beyond

0.95 p.u at Bus-36.
For Bus-13, size of DG is determined from ANN simulation as shown in Fig. 9.
Appropriate sizes of DG units along with MSEs are tabulated in Table 4.
After installation of three DG units, it is seen that voltage profile of all the buses

are raised above 0.90 p.u and that is shown in Fig. 10.

Fig. 5 Single line diagram
of 52 bus radial distribution
system

Table 2 Priority list of 15 bus radial system

Rank Bus number Value of VSI

1 10 0.222
2 8 0.190
3 9 0.132
4 6 0.124
5 7 0.121
6 11 0.112
7 14 0.107
8 4 0.101
9 13 0.082

10 3 0.067
11 15 0.064
12 12 0.056
13 5 0.051
14 2 0.046
15 1 –
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Active and reactive power losses for both the systems are reduced significantly
as shown in Tables 5 and 6.

Total power loss is reduced about 76.55 % for 52 bus system and 33.06 % for
15 bus system after proper allocation of DG units.

The optimization techniques for sizing of DGs are iterative process with
repetitive solution of power flow problem. So, the processes are time consuming.
A number of times, optimization techniques are needed to obtain size of DGs for
different required voltage profile at load buses. Once the training has done, ANN
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0.88

0.9

0.92

0.94

0.96

0.98

1

B
us

-1

B
us

-2

B
us

-3

B
us

-4

B
us

-5

B
us

-6

B
us

-7

B
us

-8

B
us

-9

B
us

-1
0

B
us

-1
1

B
us

-1
2

B
us

-1
3

B
us

-1
4

B
us

-1
5

Voltage (p.u) before DG connection
Voltage (p.u) after DG connection

Fig. 7 Comparison of voltage profiles of different buses of 15 bus distribution system

96 P. Kayal and C. K. Chanda



Table 3 Priority list of 52
bus system

Rank Bus number Value of VSI

1 44 0.4323
2 36 0.3483
3 13 0.3433
4 18 0.3365
5 03 0.3102
6 33 0.2993
7 15 0.2969
8 47 0.2801
9 17 0.2537

10 23 0.2390
11 50 0.2230
12 19 0.2084
13 31 0.2061
14 46 0.1960
15 42 0.1927
16 10 0.1873
17 08 0.1628
18 39 0.1467
19 40 0.1415
20 14 0.1354
21 37 0.1338
22 25 0.1327
23 09 0.1243
24 24 0.1200
25 30 0.1148
26 28 0.0968
27 45 0.1040
28 22 0.1021
29 34 0.1019
30 02 0.0982
31 28 0.0968
32 35 0.0896
33 38 0.0875
34 43 0.0825
35 26 0.0724
36 05 0.0722
37 29 0.0718
38 04 0.0692
39 32 0.0671
40 41 0.0670
41 49 0.0653
42 16 0.0585
43 21 0.0556
44 07 0.0524
45 27 0.0419
46 20 0.0410
47 48 0.0394
48 52 0.0265
49 11 0.0235
50 12 0.0156
51 06 0.0119
52 1 _
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technique can directly estimate the size of DG unit for any required voltage profile.
So, the technique is quite fast. But, sometimes it may generate sub-optimal
solution. The optimization techniques used for the study are complex and difficult
to understand. The proposed methodology is rather simple in nature.

Table 4 Size of DG at three vulnerable buses

Bus number Size of DG MSE

(kW) (kVAR)

Bus-44 641.4 309.8 0.00069
Bus-36 418.4 202.5 –
Bus-13 547.1 264.3 0.00028
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Fig. 10 Comparison of voltage magnitudes of buses before and after DG installation for 52 bus
system

Table 5 Losses of the 15 bus system before and after DG installation

Active power loss (kW) Reactive power loss (kVAR)

Before DG installation 79 75
After DG installation 53 50

Table 6 Comparative study of power losses before and after DG installation of 52 node network

Active power loss (kW) Reactive power loss (kVAR)

Before DG installation 741 307
After DG installation 176 70
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6 Conclusion

Priority table is used for easy selection of best location for single or multiple DG
units. The buses are ranked using VSI which make priority Table. Appropriate size
of DG for desired voltage profile has been evaluated by ANN technique. The
proposed algorithm is tested on 15 bus and practical 52 bus radial distribution
system. The process is simple and low time demanding. From results obtained, it
can be concluded that the optimal sizes of DG units vary from bus to bus,
depending on connected loads. Different optimal sizes and locations of DG units
are required for different systems depending on their configurations. The results
reveal that the integration of DG is highly effective in reducing power losses in the
distribution network. Placing DG of appropriate size at optimum location also
permit an increase of voltage magnitudes at buses.
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Multiperiod Economic Dispatch:
A Decomposition Approach

Antonio Marmolejo and Igor Litvinchev

Abstract This work presents a decomposition algorithm to solve a multiperiod
optimal economic dispatch (MOED) which determines the start up and shutdown
schedules of thermal units. The transmission network considers capacity limits and
line losses. The mathematical model is presented using mixed integer non linear
problem (MINLP) with binary variables. A generalized cross decomposition
algorithm has been implemented to minimize the dispatch cost while satisfying
generating units and powerflow limits. This algorithm exploits the structure of the
problem to reduce solution time. The original problem is decomposed into a primal
subproblem, which is a non linear problem (NLP), a dual subproblem, which is a
mixed integer non linear problem, and a mixed integer problem (MIP) called
master problem. Two test systems are presented to evaluate the performance of
the proposed decomposition strategy. Numerical results show the superiority of the
cross decomposition approach.

Keywords Economic dispatch � Lagrangean relaxation � Benders decomposition �
Cross decomposition

1 Introduction

A definition of economic dispatch is the operation of generation facilities to
produce energy at the lowest cost to reliably serve consumers, recognizing any
operational limits of generation and transmission facilities.
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An electric network consists of many generation nodes with various generating
capacities and cost functions, lines of transmission and nodes of power demand.
The MOED problem is made up by unit commitment problem [1] and optimal
power flow that is seen as an economic dispatch (ED) [2–4]. Both subproblems
have been studied for many years and there are many algorithms to found good
solutions with different complexity. Most of the authors consider both problems
separately. In the typical unit commitment (UC), the transmission network is not
considered and in ED, the transmission network is modeled in but only a single
time period is considered.

Since the MOED problem is a NP-hard MINLP, for large power systems, it is
extremely difficult to obtain the exact optimal solution [1]. Because of this, we
present an alternative to solve a MOED based on a generalized cross decompo-
sition (GCD) [5] strategy in order to reduce the computational effort.

This decomposition simultaneously utilizes primal and dual subproblems by
exploiting the advantages of lagrangean relaxation [6] and generalized benders
decomposition (GBD) [7]. The practical motivation of Cross Decomposition is to
replace the hard primal master problem with the easier dual subproblem to the
largest possible extent.

The proposed decomposition strategy shows good convergence properties for
this application, the number of iterations required to attained convergence is
typically low, so the computation time is less.

2 Problem Description

MOED problem is defined as determining the mix of generators and their esti-
mated output level to meet the expected demand of electricity over a given time
horizon (a day or a week), while satisfying the load demand, spinning reserve
requirement and transmission network constraints.

In this work we addresses a MOED problem based on [8] notation, where
network constraints are represented through a DC model [2] and considers a
multiperiod time horizon.

2.1 Nomenclature

Constants
Aj Start up cost of power plant j
Bnm Susceptance of line n� m
Cnm Transmission capacity limit of line n� m
Dnk Load demand at node n during period k
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EjðtjkÞ Nonlinear function representing the operating cost of power plant j as a
function of its power output in period k

Ej1 Linear coefficient of operating cost for the plant j
Ej2 Quadratic coefficient of operating cost for the plant j
Fj Fixed cost of power plant j
Vjk Parameter which is equal to 1 when plant j is committed in period k after

dual subproblem is solved in u iteration
Yjk Parameter which is equal to 1 when plant j is started up at the beginning

of period k after dual subproblem is solved in u iteration
Knm Conductance of line n� m
Rk Spinning reserve requirement during period k
Tj Maximum power output of plant j
Tj Minimum power output of plant j

nr Reference node with angle cero

Variables
tjk Power output of plant j in period k
vjk Binary variable, which is equal to 1 when plant j is committed in period
yjk Binary variable, which is equal to 1 when plant j is started up at the

beginning of period k
dnk Angle of node n in period k
knk Lagrangean multiplier associated to a power balance constraint
lk Lagrangean multiplier associated to a spinning reserve requirement
cnk; bnk Lagrangean multipliers associated to transmission capacity limits

Sets
J Set of indices of all plants
K Set of period indices
N Set of indices of all nodes
Kn Set of indices of the power plants j at node n
Xn Set of indices of nodes connected and adjacent to node n
U Set of Generalized Cross Decomposition iterations

The objective is minimises a function that includes fixed cost, start up cost and
operating cost. A second order polynomial describes the variable costs as a
function of the electric power.

Min Z ¼
X
k2K

X
j¼J

½Fjvjk þ Ajyjk þ EjðtjkÞ� ð1Þ

There is a power balance constraint per node and time period. In each period,
the production has to satisfy the demand and losses in each node. Line losses are
modeled through cosine approximation and it is assumed that the demand for
electric energy is known and is discretized into t periods.
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X
j2Kn

tjk þ
X
m2Xn

Bnm½dmk � dnk� �
X
m2Xn

Knm½1� cosðdmk � dnkÞ� ¼ Dnk

8n 2 N; 8k 2 K

ð2Þ

Spinning reserve requirements are modeled. In each period the running units
have to be able to satisfy the demand and the prespecified spinning reserve.

X
j2J

Tjvjk�
X
n2N

Dnk þ Rk 8k 2 K ð3Þ

Each unit has a technical lower and upper bound for the power production.

Tjvjk� tjk� Tjvjk 8j 2 J; 8k 2 K ð4Þ

Transmission capacity limits of lines avoid dynamic stability system problems.

�Cnm�Bnm½dmk � dnk� �Cnm 8n 2 N; 8k 2 K; 8m 2 Xn ð5Þ

This constraint holds the logic of running, start-up and shut-down of the units.
A running unit cannot be started-up.

yjk� vjk�vjk�1 8j 2 J; 8k ð6Þ

Angle in all buses has a lower and upper bound.

�p� dnk � p 8n 2 N= nrf g; 8k 2 K ð7Þ

3 Solution Approach

Because the MOED is a MINLP Np-hard problem, there is an exponential increase
in solution time with the number of time periods as well as with the number of
generation nodes. Therefore, in order to solve this problem in better solution time
than other methods, we apply GCD strategy.

The basic GCD [5] consists of two phases, that is the primal and dual sub-
problem phase (phase I), and the master problem phase (phase II), and appropriate
convergence tests. In phase I the primal subproblem provides an upper bound of
the optimal solution for the MOED (1-7) and lagrange multipliers for the dual
subproblem. The dual subproblem provides lower bound on the solution of MOED
and supplies binary variables for the primal subproblem.

Both, the primal and the dual subproblem generate cuts for the master problem
in phase II. At each iteration of the GCD, primal and dual subproblems are solved,
and a primal convergence test is applied on binary variables, while a dual con-
vergence test is applied on lagrange multipliers. If any convergence test fails, then
we enter phase II that features the solution of master problem and return subse-
quently to phase I. The convergence tests of the GCD provide information about
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an upper bound improvement and a lower bound improvement. Upper bound
improvement corresponds to a decrease in the upper bound obtained by the primal
subproblem. A lower bound improvement corresponds to an increase in the lower
bound obtained by the dual subproblem.

In this work we present a strategy for the implementation of the GCD that avoid
the use of master problem. This is because the master problem is known to be a
more difficult and cpu time consuming problem, than the primal and dual sub-
problems of phase I. The key idea is to make extensive use of phase I (primal and
dual subproblems). For this, we use a MINLP and NLP solvers to solve primal and
dual subproblems respectively. These solvers ensure the convergence of each
subproblem solution in less time than the solution of master problem.

Therefore, the MOED is divided into one primal problem (9) and one dual
subproblem (8), which is a classic economic dispatch. The algorithm initialized
with a set of lagrange multipliers, which are defined heuristically as a result of the
knowledge of the original problem. Then, the dual subproblem is solved and
provides integer variables for the primal subproblem and a lower bound of the
original problem (MOED) in the u iteration of GCD.

Later, the primal subproblem is solved and provides the lagrangean multipliers
(that are fixed in the next dual subproblem) and an upper bound for the MOED
problem in the u iteration of GCD.

To conform the dual subproblem we used a nodal decomposition of the original
problem [9] to relax the system constraints power balance (2), spinning reserve (3)
and transmission capacity limits of lines (5). Dualizing these constraints produces
a dual subproblem that is less expensive to solve and speed up the solution of this
subproblem.

A primal convergence test and dual convergence test are used to check a bound
improvement and to verify when an optimal solution is reached. We describe the
dual subproblem and primal subproblem for MOED.

Dual subproblem

min
tjk ;vjk ;yjk ;dnk

Du
sub

nX
k2K

X
j2kn

½Fjvjk þ Ajyjk þ EjðtjkÞ�

þ
X
k2K

kk

h
Dnk�

X
j2kn

tjk �
X
m2xn

Bnmðdmk � dnkÞ þ
X
m2xn

Knmð1� cosðdmk � dnkÞ
i

þ
X
k2K

lk

h
Dnk þ Rk�

X
j2J

Tjvjk

i
þ
X
k2K

ck

h
Cnm�

X
m2xn

Bnmðdmk � dnkÞ
i

þ
X
k2K

bk

h
�
X
m2xn

Bnmðdmk � dnkÞ � Cnm

i o

ð8Þ

subject to constraints (2), (4) and (6).
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Primal subproblem

Min
tjk ;dnk

Pu
sub ¼

P
k2K

P
j¼J
½EjðtjkÞ�

subject to :P
j2Kn

tjkþ
P

m2Xn

Bnm½dmk � dnk� �
P

m2Xn

Knm½1� cosðdmk � dnkÞ� ¼ Dnk

8n 2 N; 8k 2 K
Tjvjk� tjk� Tjvjk 8j 2 J; 8k 2 K
�Cnm�Bnm½dmk � dnk� �Cnm 8n 2 N; 8k 2 K; 8m Xn

�p� dnk � p 8n 2 N=fnrg; 8k 2 K
vjk ¼ Vu

jk

yjk ¼ Yu
jk

ð9Þ

In all cases available solution data include total generation costs, on/off status
of every thermal unit per hour, power output of every plant per hour, angle of
every node per hour.

4 The Computational Tool

Two test systems are presented to evaluate the performance of the proposed
decomposition strategy. The IEEE 24 bus test system with 24 nodes, 24 thermal
units and 38 transmission lines [10], and a portion of bus electric energy system of
Mainland Spain with 104 nodes, 62 thermal units and 160 transmission lines [8].

The mathematical model of MOED and the decomposition strategy were
implemented in GAMS [11] using the solver DICOPT [12] for solving the MINLP
problems (dual subproblems).

DICOPT solves a series of NLP and MIP subproblems. These subproblems can
be solved using any NLP or MIP solver that runs under GAMS, for this case we
use CONOPT [13] for solving the NLP problems (primal subproblems) and
CPLEX 12 [14] for MIP problems. All the models have been solved on an AMD
Phenom TM II N970 Quad-Core with a 2.2 GHz processor and 8 GB RAM.

5 Results

The graphics in the Figs. 1 and 2 show GCD iterations were needed to solve IEEE
24 bus test system, and 104 nodes system. E-optimum corresponds to optimal value
of the full scale model (MOED) obtained directly with DICOPT solver. Addi-
tionally, the graphics present total CPU time required for solving two test systems.
We compared direct solution with DICOPT true GAMS with the GCD strategy. The
decomposition strategy proposed yield better solutions to the addressed problem
(Table 1).
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Fig. 1 Generalized cross decomposition of the IEEE 24 bus test system

Fig. 2 Generalized cross decomposition of the 104 nodes electric energy system of Mainland
Spain

Table 1 Solution time results obtained by generalized cross decomposition strategy and by
DICOPT solver

System GCD strategy Solver DICOPT

24-nodes 000180 0 070540 0

104-nodes 20540 0 180340 0
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6 Conclusions

Several works revealed that the computational effort of multiperiod optimal
economic dispatch models grows exponentially with the number of time periods
and nodes. Therefore, in order to reduce the computational effort of the problem
special techniques must be employed. The proposal was to apply generalized cross
decomposition strategy, which exploits the structure of the problem, to reduce
solution time by decomposing the model (MOED). It was not necessary to solve a
master problem since in the subproblem phase, NLP and MINLP solvers were
tuned to obtain solutions with a 10 % of optimality. In case the primal subproblem
(NLP subproblem) are very difficult, using a combination of NLP solvers under
GAMS has been found to be effective. The solution of proposed strategy showed a
significant reduction in computational effort with respect to the full-scale MINLP
solver.
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Developing a Framework for Energy
Technology Portfolio Selection

Hamid Davoudpour and Maryam Ashrafi

Abstract Today, the increased consumption of energy in world, in addition to the
risk of quick exhaustion of fossil resources, has forced industrial firms and orga-
nizations to utilize energy technology portfolio management tools viewed both as
a process of diversification of energy sources and optimal use of available energy
sources. Furthermore, the rapid development of technologies, their increasing
complexity and variety, and market dynamics have made the task of technology
portfolio selection difficult. Considering high level of competitiveness, organiza-
tions need to strategically allocate their limited resources to the best subset of
possible candidates. This paper presents the results of developing a mathematical
model for energy technology portfolio selection at a R&D center maximizing
support of the organization’s strategy and values. The model balances the cost and
benefit of the entire portfolio.

1 Introduction

Today, the problems of energy are considered as topic discussions around the
world and a brief look at energy consumption shows that the progress of a country
is directly related to it. Nowadays, most of the world’s energy is provided by fossil
sources, but some problems such as limitations on fossil sources forced companies
to use their energy resources more effectively. Many researches focused on the
best energy options by which the choice of the most energy optimized solution are
possible in different areas [1–3]. To achieve this objective, they plan to manage
energy technology.
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Industrial and academic interest to manage technology especially energy
technology more effectively is growing as the complexity, cost and rate of tech-
nological innovation increase. Furthermore, firm equipment with the best tech-
nologies doesn’t guarantee success anymore; but it has to be in support of the firm
technology strategies.

A technology strategy is an organization’s overall objectives, principles and
tactics relating to the technologies that the organization uses. It explains how
technology should be utilized as part of an organization’s overall corporate
strategy [4].

It is clear that for success in research and development (R&D), it is critical to
decide about right technologies in the related context of organization. The normal
process for doing this is through the development of a technology strategy and
technology portfolio [5]. The resource limitation, increasing intensity of compe-
tition and fast technology changes make firms to move towards technology port-
folio paradigm.

Developing technology strategy needs selecting a proper portfolio of technol-
ogies. The main concept of portfolio of technology is to allocate a limited set of
resources to projects in a way that balances risk, reward, and is in alignment with
corporate strategy [6].

Technology portfolio managers often select their portfolio using a mixture of
different methods. Many early selection models were based on linear program-
ming, scoring models and checklists [7, 8]. These models usually involved the
conversion of the attributes of a technology/project into a single monetary value
[5]. Reviewing technology/project portfolio selection models, we have identified
three schools of thoughts on how to classify the approaches for project portfolio
selection: (1) quantitative methods; (2) qualitative methods and (3) hybrid methods
which is an integrated and synthesis of the first two schools of thought.

Iamratanakul et al. [9] argued that the first school of thought is mainly influ-
enced by Baker, Freeland, and Pound providing quantitative approaches to project
selection and resource allocation up to the early 1990s. Heidenberger and Stummer
break quantitative technology portfolio selection methods in R&D centers into six
categories [10]:

1. Benefit measurement methods: they arrange projects according to the benefit
they provide within overall budget constraints.

2. Mathematical programming: the objective is to optimize the expected benefits
to be realized from a portfolio of R&D projects, while recognizing limits to the
available resources.

3. Decision and game theory: in these approaches uncertain future events or firm’s
reactions to environmental changes are taken into account.

4. Simulation models: they represent real world systems and usually are used
when experiments cannot be applied in real world because of cost or time.

5. Heuristics: increasing complexity make it difficult to find best solutions.
Heuristic modeling finds acceptable but not necessarily optimal answers.
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6. Cognitive emulation: these methods use pervious experiences to help decision
making processes.

The second classification of technology/project portfolio selection methodolo-
gies is influenced by Souder, Mandakovic, and Gupta tackling the problem by
qualitative techniques, such as using bubble diagrams, scoring models for project
ranking and selection [9].

Introducing an integrated and synthesis of these two schools of thought, many
researchers apply hybrid methods of technology/project portfolio selection such a
graphical methods, conjoint analysis, data envelopment analysis (DEA) and sce-
nario planning.

Energy R&D centers usually deal with technology development projects so it is
highly recommended to use project portfolio planning and management techniques
to ensure an effective energy technology management. Project portfolio selection
includes methods for analyzing and collectively managing a group of current or
proposed projects based on numerous key characteristics such as total expected
cost, consumption of scarce resources (human or otherwise) expected timeline and
schedule of investment, expected nature, magnitude and timing of benefits to be
realized, and relationship or inter-dependencies with other projects in the portfolio.

In recent years, some complicated models were developed to capture the actual
situation of energy technology portfolio selection. Applications of this concept to
energy investment can be seen in [11–14]. Yu [15] presented a model to assess
risks in a multi-pool setting. A comprehensive review of the state-of-the-art in
energy portfolio can be found in Kienzle et al. [16]. Oldenburger [17] developed a
hybrid model to evaluate technology portfolio. The model is comprised of two
phases: the first phase is dedicated to general filtering of technologies and the
technology comparison is done in the next phase using 52 risk and return criteria
via bubble diagrams. Chen et al. [18] utilized scenario analysis approach for
renewable energy technology portfolio. They developed four scenarios based on
results of future studies and expert views.

In this paper, benefit measurement models, mathematical programming and
heuristic modeling are used to provide a framework to select the best possible set
of projects related to energy technology development. The framework is designed
in a way that maximizes the support of the organization’s strategy considering
related failure risk.

This paper presents a framework to quantify the support of organization’s
strategy while selecting a portfolio of energy technologies. The model selects if,
and when, to start funding energy technology project over a scheduling period. The
effectiveness of a project is influenced by whether or not it is in alignment with the
overall strategy in the organization. The optimization model identifies the funding
strategy that maximizes the support of the strategy, subject to budgetary and
portfolio balance constraints such as expected timeline and schedule of invest-
ment, strategic requirements, magnitude of portfolio, and relationship or interde-
pendencies with other projects in the portfolio.
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The energy technology portfolio selection framework is proposed in Sect. 2.
Furthermore, a list of technology portfolio evaluation criteria is introduced in this
section. This list is used to develop a mathematical programming model for energy
technology portfolio selection which maximizes the support of the organization’s
strategy in Sect. 3. In Sect. 4, a Tabu Search algorithm and its computational
results of problem solving are presented. Finally, the conclusions derived from the
analysis of energy technology portfolio selection are presented.

2 Technology Portfolio Evaluation Framework

Ideally, firms wish to accurately translate their needs into technology portfolio
selection models.

Technology portfolio management is basically a decision process to find and
modify the best resource allocation among various technology candidates of an
organization. Technology portfolio selection should be considered as a process that
includes several related steps, rather than just evaluating or scoring technologies,
or solving an optimization problem [19].

In order to develop an integrated framework using the technology strategy and
roadmap outputs, we utilized system theory approach. Based on system theory
approach, we construct a systemic framework for technology portfolio planning
and management in which each system component provides other components
with required inputs through a multi stage process. This framework provides steps,
from collection technology roadmap results and suggested technologies to indi-
vidual technologies evaluation, ranking and developing a balanced technology
portfolio. Figure 1 illustrates the proposed framework consisting of 4 stages.

Preparing org technology roadmap and identifying appropriate technology
candidates, organizations should apply technology portfolio selection methods to

4-Technology Portfolio 

Selection and Adjustment

Technology Port-

folio Management

3-Technology Portfolio

Evaluation

1-Organization Technol-

ogy Roadmap

2-Technology Portfolio

Evaluation Criteria

Fig. 1 A framework for
technology portfolio selection
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choose among their candidate pool. Technology portfolio selection involves
multiple interrelated criteria, resources and uncertain and qualitative factors that
are difficult to measure [20].

Since the objective of the project portfolio selection is to select a portfolio of
technologies that brings the most value to the firm, the portfolio selection criteria
are developed in two fundamental areas.

Technology portfolios allow for the definition of a clear dichotomy between
two families of elements. There are things that are mainly under the firm’s control,
assets that depend on the firm’s behavior and decisions; these factors are referred
as ‘‘the company’s technological competitiveness’’. And, there are things that do
not depend on the firm’s actions, that are beyond its control; these elements are
referred as the ‘‘the attractiveness of the technology’’. Assessing the situation of a
firm regarding these factors is also useful for strategy formulation because they
offer guidance to the resource allocation process and by combining these two
dimensions (the company’s technological competitiveness and technological
attractiveness), resource allocation strategies for technology programs could be
derived [21].

Hence, the first step is to provide a list of important technology evaluation
criteria (technological competitiveness and technological attractiveness) in tech-
nology or project selection process. This list of criteria should be prioritized
according to the importance of each factor in portfolio selection process. The result
of this step is used to develop a linear integer program which maximizes the
estimated support of firm’s strategy subject to portfolio balance and budget
constraints.

2.1 List of Technology Evaluation Criteria

R&D project and technology portfolio selection involve multiple interrelated
criteria, resources and uncertain and qualitative factors that are difficult to measure
[20]. Miller and Lessard [22] believe that project failure usually appears due to
decision makers’ inability to identify management challenges rather than technical
problems, and management challenges are seen as a result of lack of awareness
about the nature, characteristics and related uncertainties of projects. So it is very
critical to consider correct and comprehensive measures in technology portfolio
selection. The measures used for this model are adapted from several sources. The
primary list of evaluation criteria is drawn out of related literature. The initial list
of the criteria extracted from related literature is presented in Table 1.

Then the primary list is revised and changed based on the organization’s culture
and special needs. Some criteria may be added to list and some of them may be
considered as unimportant and be eliminated. Once the list is completed, the
company should determine importance of each criterion regarding the strategy of
the organization. The acceptable results can be achieved by the help of panel of
experts in the related field. In this research, Analytical Hierarchy Process (AHP)
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has been used to prioritize criteria and a group of experts were asked to compare
pair wise of criteria based on their importance in energy technology selection
process regarding the strategy of the organization. We used Expert Choice to
process and analyze criteria ranking. Finally, ten most important criteria,
according the computed weights, were selected to be used in the mathematical
model of energy technology portfolio selection. Table 2 shows the energy tech-
nology evaluation final criteria and their relative weights final list based on AHP
results with overall inconsistency rate of 0.02.

Table 1 List of important criteria in technology portfolio selection

Attractiveness Competitiveness

Market volume opened by technology Experience accumulated in the field
Span of applications opened by technology Registered patents
Market sensitivity to technical factors Value of laboratories and equipment
Future products or services which will

be achieved by use of this technology
Fundamental research team competencies

Added value Applied research team competencies
Key technology Development team competencies
Number of stake-holders Capability to keep up with fundamental

scientific and technical knowledge
Competitors’ level of involvement Financing capacity
Competitive intensity Quality of relationships between R&D

and Production
Impact of technology on competitive issues Quality of relationships between R&D

and Marketing
Barriers to copy or imitation Capacity to protect against imitation
Dominant design
Technical factors
Position of the technology in its own life-cycle
Potential for progress Performance

gap vis-a-vis alternative technologies
Threat of substitution technologies
Ability to transfer the technology from

one unit to another
Ability of integration with other systems

in company
Flexibility to technical changes
Difficulty of implementation
Supporting strategy of company
Societal stakes
Public support for development
Green technology
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2.2 Constructing a Mathematical Model for Energy
Technology Portfolio Selection

The next step is to provide an optimization model that integrates the portfolio
management’s existing tools into a linear, integer program. The model incorpo-
rates data from the experts and the estimated financial performance to directly
calculate the total performance of any portfolio. The optimization model then
maximizes the estimated support of firm’s strategy which the portfolio provides,
subject to technology portfolio balance and budget constraints.

The energy technology portfolio selection problem is to select a set of energy
technology from a pool of candidate technologies to maximize the expected
benefits during the planning horizon. Each candidate technology has specific
lifecycle and its execution requires the exclusive use of a number of resources
(e.g., budget, human resources, etc.). However, the availability of each resource
type is usually limited. Unlike money, there is limited transferability for human
resources from one technology to another technology, due to the specialization of
skills. To effectively utilize limited resources, it is important to link technology
portfolio selection decisions to the key corporate strategies and to maintain the
balance of technology portfolio [15]. Below model constraints and objective
function are presented.

Timing: xitj is the decision variable, i is the technology index, t is the enu-
merated year in the planning horizon (from year 1 to year n) and j is the year in
which the related project starts receiving fund. The project can only be started
once. To model this constraint, another binary variable, yi, is presented in which
yi ¼ 1 when project i is slated to receive funding in calendar years and is subject to
the constraint:

Table 2 Criteria prioritizing results

Criteria Relative weight

Competitive situation in market 0.205
Added value 0.187
Potential of commercialization 0.129
Position of the energy technology in its own life-cycle 0.078
Threat of substitution technologies 0.078
Key of technology 0.057
Supporting national related strategies 0.052
Impact on environmental factors and energy consumption improvement 0.048
Ability to result in technical Know-How 0.032
Successful Experience accumulated in the field 0.030
Registered patents 0.030
Ability to use international cooperation potentials 0.022
Span of applications opened by technology 0.021
Value of laboratories 0.012
Alignment with organization objective and capability 0.011
Value of equipments 0.006
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Xn

t¼1

Xt

j¼1

xijj ¼ yi i ¼ 1; 2; . . .; p ð1Þ

yi� 1 i� 1; 2; . . .; p ð2Þ

Portfolio size: There may be some restrictions according to limited human
resources to number of technologies to be selected in calendar years. This number
is usually estimated by experts and it is based on previous experiences.

Xp

i¼1

yi�Q ð3Þ

Portfolio cost: a total yearly cost includes capital expenditures, the cost of
implementation and sustaining costs. It is assumed that cost is dependent of the
year in which a technology project is launched. The technology project costs for
the entire portfolio are captured in a matrix where each element represents the
incremental cost of project related to implementation phase of project, which is
based on number of years spent since start of the technology project. This matrix is
based on the predicted costs. The budget represents the maximum amount of
money available to spend on the portfolio of energy technology project for each
calendar year. The cost in any given year cannot exceed the budget available.

Xp

i¼1

Xt

j¼1

Cðt�jþ1Þxitj�Bt t ¼ 1:2; . . .; n ð4Þ

where Cðt�jþ1Þ is the predicted cost of technology project i from its start date
through the current year.

Strategic requirements: This constraint sets the number of projects that must
support each of the strategic objectives ðMmÞ:Nim is a matrix that each element of
it is equal to one if project i supports objective m.

Xp

i¼1

Nim yi�M ð5Þ

Dependency: the last constraint is focused on the prerequisite rules and
dependencies between projects. P is a matrix in which Pij = 1 where project i is
dependent to project j, and if project i is selected then project j should be selected
too.

yi� pij yi i; j ¼ 1; 2; . . .; p ð6Þ

Model Objective Function: The relative importance weights of criteria and
sub-criteria were determined in previous section. In this section we use those
sub-criteria and their relative weights to calculate the selected portfolio support of
firm’s strategy (sup) as model objective function:
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Max
Xp

i¼1

Supi yi ð7Þ

Supi ¼
X10

k¼1

Wk Sik; i ¼ 1; 2; . . .; p ð8Þ

where Wk shows the weight of the kth sub-criterion and Sik is the representative of
the ith technology score in relation to the kth sub-criterion.

3 Problem Solving and Computational Results

The optimization model may be solved by any mathematical method and tools
such as solver, lingo or heuristic methods regarding the size of the problem. As the
size of the problem increases, the search-space of candidate solutions grows
exponentially which makes an exhaustive search for the optimal solution inade-
quate regarding time and cost, but exact methods may be used when the size of the
problem is small.

In this research Tabu Search is developed to solve the optimization model.
Decision makers can easily and quickly use these programs and update them over
time periods. This algorithm needs a primary solution. Starting from a good pri-
mary solution would improve the quality of the algorithm. In this case to obtain a
primary (but not necessarily feasible) solution, if the strategy of company is
competition-based, core technologies are selected and if it is resource-based,
leftover technologies could be selected.

In order to verify Tabu Search algorithm, the test problems were classified into
two main groups based on their size: (1) small size problems and (2) medium and
large size problems. Lingo was used to solve small size problems. The results then
compared to the results achieved by using Tabu Search algorithm. It seems that
algorithm results in optimal solution in small size problems.

In medium and large size problems, the optimization model cannot be solved in
polynomial time, so linear programming relaxation method was used to get
information about the original problem. The linear programming relaxation of a 0-
1 integer program is the problem that arises by replacing the constraint that each
variable must be 0 or 1 by a weaker constraint, that each variable belong to the
interval [0,1].

xi 2 f0; 1g ! 0� xi� 1 ð9Þ

The resulting relaxation is a linear program. In all cases, the solution quality of
the linear program is at least as good as that of the integer program, because any
integer program solution would also be a valid linear program solution. That is, in
a maximization problem, the relaxed program has a value greater than or equal to
that of the original program (upper bound) [23]. So the difference between the best
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solution achieved by algorithm and the upper bound can be calculated as the
percentage of error for each problem. The instances have been carried out on a
personal computer with CPU 2.66 GHz and 2 GB of RAM and the Tabu Search
algorithm has been implemented and compiled using MATLAB (R2010b). The
results of sixteen test problems are summarized in Table 3.

Analyzing the percentage of error shows that the quality of solution achieved by
Tabu Search algorithm is usually acceptable. Figures 2 and 3 show the algorithm
run times and the percentage of error respectively.

Table 3 Results of test problems

Tabu Search Lingo
Solution

Upper
bound

Tabu Search
Percentage
of error

Best solution Run time

n = 4 p = 5 1.9201 0.003669 1.9201 – 0.0000
n = 4 p = 7 2.0859 0.005074 2.0859 – 0.0000
n = 4 p = 10 3.0043 0.007108 3.0043 – 0.0000
n = 4 p = 15 3.2650 0.008918 3.2650 – 0.0000
n = 4 p = 20 3.8769 3.3105 – 3.9502 1.855602
n = 5 p = 10 3.1283 0.008493 3.1283 – 0.0000
n = 5 p = 15 3.7612 5.7384 – 3.8069 1.200452
n = 5 p = 20 3.7935 11.0604 – 3.8964 2.640899
n = 5 p = 25 4.4202 11.5203 – 4.5366 2.565798
n = 5 p = 30 4.4831 17.1393 – 4.5708 1.918701
n = 5 p = 35 4.8604 19.2843 – 4.9184 1.179245
n = 5 p = 40 5.2880 22.5413 – 5.3719 1.561831
n = 5 p = 45 5.9933 30.1813 – 6.1058 1.84251
n = 5 p = 50 6.233 36.27433 – 6.93 10.06
n = 10 p = 10 3.8474 7.35199 – 4.0281 4.486
n = 10 p = 15 4.8176 41.63098 – 5.0216 4.06

Fig. 2 Run time of Tabu
Search algorithm
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4 Conclusions

The diffusion and effective usage of energy technologies has been hampered by
lack of efficient management, maintenance and capacity to construct and purchase
the right technology portfolio.

Managing technology portfolio is one of the critical firms’ tools to deal with the
increasing complexity of technologies and maintain in global markets. Technology
portfolio selection is a rather complex task using various models to choose among
the high number of candidate technologies considering various criteria and
constraints.

This work proposes a quantitative method that enables a team to evaluate and
optimize an energy technology portfolio where the projects are dependant and the
cost of implementation is highly related to the phase of implementation.

The Optimization Model utilizes existing data and integrates the existing
portfolio management tools. The model’s format provides flexibility to evaluate
performance of alternative solutions. The mathematical nature of the model
requires the input data to be numerically quantifiable.

The model can quickly answer some questions about addition of new tech-
nologies or changes of amount of budget. The model also minimizes the time
required to evaluate the portfolio or reevaluate it when technologies metrics were
updated.

In order to solve the proposed model, a Tabu Search algorithm is applied to the
constrained energy technology portfolio selection problem. We test the robustness
of the algorithm with 16 different classes of problems with various time horizons.
The proposed algorithm is especially suited for large scale instances, when exact
approaches are doomed to fail.

Finally the model balances the portfolio in alignment with the overall objectives
of the company. The model effectively provides a means to optimize and balance
technologies over multiple periods in a technology portfolio.

Fig. 3 Percentage of error of
Tabu Search algorithm
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Investigation of Cost Reduction
in Residential Electricity Bill using
Electric Vehicle at Peak Times

Onur Elma and Ugur Savas Selamogullari

Abstract The use of electric vehicles (EVs) is becoming more common in the
world. Since these vehicles are equipped with large battery capacity, they can be
used as energy provider when they are parked and have enough charge level. This
study investigates the possibility of Vehicle to Home (V2H) concept using EV as
energy provider for a residential house in Istanbul, Turkey. High resolution resi-
dential electrical demand data is obtained to characterize the residential demand.
Then, case studies are completed in MATLAB/Simulink to evaluate the cost
reduction in residential electricity bill when the EV is used to supply the residential
demand at peak times. It is assumed that the EV will be fully charged at off-peak
hours when the energy cost is lower. Savings are calculated by finding the difference
between residential electricity cost at peak times and EV charging cost at off-peak
hours. Results will provide more realistic prediction of cost savings since residential
demand dynamics are taken into account. In addition, the advantages of shifting
peak demand to off-peak hours through the use of EV for existing grid infrastructure
is discussed in terms of reduced losses and increased transmission capability.

Keywords: Vehicle to home (V2H) � Electric vehicle � Demand management �
Cost analysis

1 Introduction

With the increased environmental concerns all around the globe, many countries
have been offering incentives for EVs. Therefore, vehicle producers in many
countries focus on this topic and have manufactured various prototypes of EVs [1].
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Since EVs are equipped with large energy backup capacity, they can be used to
provide power to both grid and houses. These modes can be identified as Vehicle
to Grid (V2G) and Vehicle to Home (V2H). The grid-connected electric vehicles
can be used to meet the peak energy demand [2, 3]. It can be said that widespread
use of EVs and the evolution of smart grid will lead to dramatic changes in
existing electrical power systems in near future.

Overall, the residential electrical demand constitutes high percentage of total
demand. This becomes important especially at peak hours when everybody is at
home and using electricity. Thus, the effect of residential demand response (DR)
on the peak loading has been investigated [4–7]. Several methods have been
suggested in the literature for DR [8]. Most common method is shifting peak
demand to off-peak hours by using smart control methods. Shifting load demand to
off-peak hours offers benefit to both customer and to utility companies as well. In
conventional grid structure, transmission and distribution losses contribute large
percentage of total losses due to the distance between generation and customers.
An optimization study for the cost of power loss and congestion of transmission
services are given in [9].

If the residential demand can be reduced at peak hours or shifted to off-peak
hours with proper control algorithms, then transmission losses can be minimized
and optimal use of existing grid can be achieved. The EV will be an enabling
technology to move towards such operation in the existing grid structure [10–13].
The feasibility of V2H technology is discussed in [10]. A simulation model is
developed to investigate the peak demand reduction using the EV. Various case
studies are completed and it is shown that the peak demand can be reduced with the
use of EV battery. The use of plug-in hybrid electrical vehicles (PHEVs) together
with renewable energy sources for energy and comfort management in large smart
building is studied in [11]. Multi-agent control method with particle swarm opti-
mization is used in control algorithm and it is shown that about 7 % savings can be
achieved without affecting customer comfort. A general framework for analyzing
Vehicle to Grid and Vehicle to Home applications of PHEVs is given in [12]. Daily
load profiles for various house types and distribution transformer are obtained using
probabilistic approach and national database on electricity consumption for various
domestic electrical devices. Vehicle to building (V2B) operation of electrical
vehicles are analyzed in [13]. It is stated that V2B mode of operation is much easier
to implement within a 3–5 year time frame compared to Vehicle to Grid operation.
Both demand side management under peak load and outage management under grid
faults using EVs are analyzed. Case studies are used to demonstrate the feasibility
of the demand side management and outage management strategies.

This study mainly focuses on the use of an EV to supply residential electrical
demand at peak times and its effect on residential electricity bill for a house in
Istanbul, Turkey. In order to obtain realistic saving estimates, high resolution
residential demand characteristics are obtained through measurements, which is
missing in the literature. Then, possible cost benefits of using EV for demand
management in a residential house is investigated by considering daily energy
tariffs in Turkey. A three level energy tariff is used in Turkey and the peak time
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pricing is about 2.5 times higher than off-peak time pricing. Thus, it would be
highly economical to use the EV to supply the load demand at peak hours. In the
demand management algorithm, the EV is used as much as possible to provide
peak residential demand. It is assumed that the EV will be fully charged at off-peak
hours when the energy cost is lower. This will result in savings in residential
electricity bill since the EV will be charged at off-peak hours. Savings can be
found by finding the difference between residential electricity cost at peak times
and EV charging cost at off-peak hours where the cost is lower. Since the available
energy from the EV depends on the driving conditions during the day, case studies
are completed by considering different EV battery state of charge conditions. In
addition, the advantages of shifting peak demand to off-peak hours through the use
of EV as backup on for existing grid infrastructure is discussed in terms of reduced
losses and increased transmission capability.

This paper is organized as follows: in Sect. 2, the measurement result of the
residential electrical demand is given. In Sect. 3, details of energy tariffs in Turkey
are given. In Sect. 4, basic information on EVs is given. In Sect. 5, case studies on the
topic are completed and results are summarized. In Sect. 6, conclusions are given.

2 Residential Load Demand

Numerous parameters affect the energy use in a residential house. Mainly, user’s
habits, such as attitudes and opinions, determine the residential demand charac-
teristics. In Maleviti [14], a theoretical model is given to analyze user’s attitudes
and opinions and to improve energy performance of a hotel building.

In this study, electrical power consumption data at a 4-person residential house
in Istanbul, Turkey are measured with a sampling rate of seconds. Selected
4-person family structure represents large percent of family structure in Turkey.

Fig. 1 A portion of measured residential load data
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No demand management is applied during the data collection to obtain real elec-
tricity use of a typical Turkish family. The data is collected for a week [15]. During
data collection, voltage and current measurements at the house main electrical
panel are measured and stored with high resolution. A portion of the measured data
is shown in Fig. 1 as an example. It is assumed that the residential demand has a
periodic characteristic and weekly measurements can capture this periodicity.

3 Electricity Tariffs in Turkey

Since the cost of electricity depends on many parameters such as the type of source
used, location, government policies, etc., each country has different tariffs for
electricity. Mainly two tariffs are used for electricity pricing: fixed pricing and
dynamic pricing. In fixed pricing, the electricity cost is fixed and does not depend
on the time of use of electricity. In dynamic pricing, the electricity cost changes
within a day based on the time of use of electricity [16].

In addition to fixed pricing, a 3-level tariff is employed in Turkey. In this tariff,
a day is divided into three time frames (day-time, peak-time, and night-time) and
each time frame priced differently:

• Hours between 06:00 and 17:00 are defined as day-time,
• Hours between 17:00 and 22:00 are defined as peak-time,
• Hours between 22:00 and 06:00 are defined as night-time.

Cost of electricity for each time frame, updated in April 2012, is given in
Table 1 [17]. The values in Table 1 are raw prices which does not include costs
such as tax, maintenance, transmission and distribution, meter reading, etc. When
author’s residential electricity bills are analyzed, it is found that final electricity
cost per kWh is approximately 60 % more than the prices given in Table 1.

4 Electric Vehicles (EVs)

Although EVs were first developed in 1800s, they were not commercially avail-
able due to driving distance limitation and cost issues compared to internal-
combustion engine powered vehicles. However, there has been growing interest in
electrical vehicles in recent years due to mainly environmental concerns.

Table 1 Turkish electricity tariff for active power

Day ($/kWh) Peak ($/kWh) Night ($/kWh)

Residential buildings 0.139 0.217 0.083
Commercial buildings 0.142 0.217 0.087
Industry 0.135 0.212 0.078
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EVs can broadly be divided into two groups: electric vehicles based on only
battery power (BEV) and hybrid electrical vehicles (HEV) based on both internal
combustion engine power and battery power. Recently, plug-in hybrid vehicles
(PHEV) with the possibility of charging/discharging from an electrical outlet have
been developed. A sample list of manufactured or planned to be manufactured EVs
is given in Table 2 [18].

5 Case Studies

Since EVs are equipped with large battery capacity, they can be used as energy
provider when they are parked and have enough charge level. This study inves-
tigates the possibility of V2H concept using EV as energy provider for a residential
house in Istanbul, Turkey. V2H concept is also being studied by electrical vehicle
manufacturers. Toyota City Low-carbon Verification project started in 2010 by
Toyota and Leaf-to-Home project by Nissan are examples of such studies.1,2

First, high resolution residential electrical demand data is obtained to charac-
terize the residential demand. Then, case studies are completed in MATLAB/
Simulink to evaluate the cost reduction in residential electricity bill when the EV is
used to supply the residential demand at peak times. The block diagram of the
considered system is given in Fig. 2.

Table 2 A sample list of manufactured or planned to be manufactured EVs

Company Model Date of sale

Renault Fluence ZE, Twizy, ZOE, Kongoo Express ZE Fluence, Twizy, Kangoo: 2011
ZOE: 2012

Audi E-tron, A1 E-tron 2012
BMW MINI-E, Active-E, Megacity 2013
Chrysler-Fiat Fiat 500 2012
Daimler Smart ED For two 2012
Ford Transit Connect Electric, Focus BEV Transit Connect: 2011

FocusBEV: 2011
Honda N/A 2012
Nissan LEAF, NV200, Infiniti EV LEAF: mass-production
Tesla Roadster, Model S Roadster: mass-production

Model S: 2012
THINK City EV Mass-production
Toyota Pirius PHEV 2012
Volkswagen Golf Twin Drive 2013

1 http://www2.toyota.co.jp/en/news/11/06/0630.html
2 http://www.nissan-global.com/EN/NEWS/2012/_STORY/121001-01-e.html
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Renault Fluence ZE with battery capacity of 20 kWh is selected as the elec-
trical vehicle for case studies since this vehicle is already on sale in Turkey.
Renault Company owns the battery pack in its EVs and rent this battery pack to
EV owner. This provides easy handling of recycling and battery maintenance.

A demand management algorithm is used to shift peak residential demand to
off-peak hours by using the EV battery. It is assumed that the EV will be fully
charged during off-peak hours when the energy cost is lower. The flowchart of the
used algorithm is given in Fig. 3.

The algorithm uses the price of electricity and EV battery state of charge (SOC)
as decision criteria. If the electricity price is high (between 17:00 and 22:00 h) and
the EV is at home with enough battery capacity, then the demand is supplied by
the EV until the predetermined minimum SOC level is reached. Here, minimum
SOC level is chosen as 30 %. The EV is charged after peak hours with lower
energy cost. If the required demand between at peak hours cannot be supplied with
the EV at any instant, the demand is supplied through the grid. The proposed
algorithm is implemented in MATLAB/Simulink as shown in Fig. 4.

Using the measured weekly residential demand data, minimum and maximum
loaded days between 17:00 and 22:00 h within a week are found. The demand data
for these two days are used as input to system simulations. Since the battery SOC
level in the EV is depend on driving habits and the traffic during a day, available
energy from the EV will vary. Thus, three different starting SOC levels (50, 75 and
100 %) are considered for the EV battery to consider daily driving effects on the
battery SOC.

Simulation results are given in Fig. 5. As seen, when minimum loaded day is
considered, the electrical vehicle can supply the demand at peak hours for each
considered SOC level (Fig. 5a). When maximum loaded day is considered, the

Battery of Electric
Vehicle

Power
Control
System

House

Grid

Fig. 2 Considered vehicle/grid hybrid power system
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demand between 17:00 and 22:00 h can be supplied by the EV for SOC levels of
75 and 100 %. However, when SOC level is 50 %, only a part of the demand can
be supplied through the EV as SOC level goes below 30 % (Fig. 5b).

Economic savings can be found by finding the difference between residential
electricity cost at peak times and EV charging cost at off-peak hours where the cost
is lower. Savings for both minimum loaded day and maximum loaded day at peak
times in a week are calculated. Then, using the calculated amounts as base values,
monthly and yearly savings are calculated. Obtained results are summarized in
Table 3. In these calculations, 60 % increased electricity price per kWh is used
since in final billing the unit prices per kWh is about 60 % more than what is given
in Table 1 due to addition of tax, maintenance, meter reading, transmission and
distribution costs, etc.

Electric Vehicle is at 
Home

Yes

No End

SOC>%30 No

Yes

17:00<Time>22:00

Start

Charge

Residential 
Load Demand

Discharge Yes

SOC=%100

End

Yes

No

Grid Residential Load 
Demand

Fig. 3 Flowchart of EV use for demand management
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Fig. 4 System simulation block diagram

Fig. 5 Vehicle battery SOC values between 17:00 and 22:00 h for three different initial SOC
levels. a Minimum loaded day between 17:00 and 22:00. b Maximum loaded day between 17:00
and 22:00
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6 Conclusions

In this study, the use of EV for demand management in a residential house is
considered. Since EVs have large storage capacity, they can be used to supply
residential demand at peak times when the vehicle is at home with enough battery
capacity. The EV can be fully charged when the cost of electricity is lower.

Potential savings are assessed for a residential house by considering three
different initial EV battery SOC levels, which emulate the driving conditions
throughout the day. Based on minimum and maximum loaded days between 17:00
and 22:00 h within a week, it is found that between $15.5 and $34.1 can be saved
in a month and $188.3 and $414.9 can be saved in a year.

In case studies, high resolution residential demand data is used. Since our focus
in this study is to analyse the effect of the proposed demand management algo-
rithm on residential electricity bill, analyses are completed based on required
residential energy demand and available EV battery energy. This greatly simplifies
analyses without going into details in component models such as battery model,
control system model, etc. The results provides realistic upper limit on the savings
with EV use for residential demand management. More detailed analyses will be
completed in a future study.

The use of EVs in supplying residential peak demand provides benefits to utility
as well. Although a single residential house is considered in this study, potential
benefits to utility side will be more pronounced with increasing number of EVs.
This is due to peak shaving offered by EV battery. The results can be summarized
as less CO2 emissions, reduced electricity unit cost, avoiding new installment of
transmission and distribution lines, reduction in current ratings thus more efficient
use of existing grid structure with lower losses, etc. However, careful planning of
EV charging must be done in order to prevent another peak hour. Renewable
energy integration together with charge/discharge scheduling of PHEVs will be
subject of future research.

There are 2 million houses and 2.5 million cars in Istanbul, Turkey.3 Using the
measured data, the peak demand between 17:00 and 22:00 h can be approximated
as 4.812 GWh for minimum loaded day and 10.596 GWh for maximum loaded

Table 3 Savings with the use of EVs at peak hours in a residential house

Savings with the use of EV at peak
hours ($) [minimum loaded day]

Savings with the use of EV at peak
hours ($) [maximum loaded day]

Monthly Yearly Monthly Yearly

Normal bill 25.1 305.1 55.33 673.3
Using EV at peak times 9.6 116.8 21.24 258.4
The price difference 15.5 188.3 34.1 414.9

3 http://www.ibb.gov.tr/sites/ks/trTR/0IstanbulTanitim/konum/Pages/Sayilarla_Istanbul.aspx
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day in a week. If 10 % of houses have EVs and use the proposed demand man-
agement algorithm, between 0.4812 and 1.059 GWh energy demand can be shifted
to off-peak hours. This means that utility does not have to use additional gas
turbine to supply these peak demands. Thus, considerable savings on CO2 emis-
sions could be achieved with the use of EVs for demand management. The saved
CO2 amount can be used in carbon trading between countries.
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Wind Prediction in Malaysia

S. W. Lee, B. C. Kok, K. C. Goh and H. H. Goh

Abstract The wind speed prediction in Kudat, Malaysia had been done by using
Mycielski-1 approach and K-mean clustering statistical method. There is some
improvement in obtaining the random number of Mycielski-1. Besides, the com-
parison of K-means clustering with the optimal number of K is presented in this
paper. The wind prediction is important to study a favorable site’s wind potential.
The prediction is based on 3 years history data provided by Meteorology
Department of Malaysia and 1 year data as the reference to check the accuracy of
both algorithms. The basic concept of Mycielski-1 algorithm is to predict the next
value by looking to history data. Meanwhile, the K-means clustering can group the
values with similar mean into the same group, and the prediction can be done by
getting the probability of occurrence. The result shows the prediction of Myciel-
ski-1 algorithm and K-means clustering are promising. The wind speed is pre-
dicted in order to obtain the mean power for energy planning.

Keywords Wind prediction � Mycielski-1 � K-means clustering � Wind power
in Malaysia � Energy planning

1 Introduction

The growth of renewable energy around the world became significant since last
decade. The existences of renewable energy enable mankind to harness and con-
vert it to electricity to reduce the dependency on fuel. There are various kinds of
energy resources. Wind energy is one of the renewable energies which has high
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possibility to be harnessed in Malaysia. Malaysia is a country without four sea-
sons. However, Malaysia encounters two monsoon seasons. Southwest Monsoon
starts from late May to September, meanwhile Northeast Monsoon starts from
November to March [1]. Due to the Northeast Monsoon, there will be a heavy
downpour in the east coast area of Peninsular Malaysia and West Sarawak. During
the raining season, the wind speed in certain states will be relatively high.

According to the Ministry of Energy, Green Technology and Water Malaysia, it
is targeted to install 350 MW of renewable energy in Malaysia which is 300 MW
in West Peninsular Malaysia and 50 MW from Sabah under Ninth Malaysia Plan.
Unfortunately, wind speed in Malaysia is not consistence. For the very beginning
stage on developing the wind power plant in Malaysia, wind prediction is nec-
essary in order to have a well energy planning in a potential site. Estimation of the
wind power generated can be obtained when the wind speed is predicted.

One of the cities in Sabah was chosen for this research purpose. Kudat has a
population of 33,378 people with the geographical location at latitude of 6.9�N and
longitude of 116.84�E. Kudat is located at 131 km from Kota Kinabalu, the capital
of Sabah. By using the 3TIER software, the wind speed at the seaside faced to South
China Sea in Kudat is relatively high if compared with other states [2]. Previously,
there was a study about wind energy potential in Kudat and Labuan [3]. Weibull
distribution function is used to determine the wind profile. Yearly wind power
density of the particular places were obtained. Besides, the Perhentian Island in
peninsular of Malaysia also can be used as the location to harness the solar and wind
energy [4]. The hybrid power generation had been also studied by Onar et al. [5].

In addition, there are a lot of studies regardless to wind turbine and energy
utilisation [6, 7]. For instance, load frequency control can be fully utilised to a grid
connected wind farm. Apart from that, the wind power system reliability is very
important in the context of harnessing wind power [8, 9]. The system reliability
should be known before the alternative energy could be utilised due to the big amount
of expenses on wind farm maintenance. Hence, wind map or wind capacity of a
location is important so that the investment and efforts put on it is worthy [10, 11].
In terms of energy planning, the output prediction of wind power generated can be
predicted so that the proper wind site can be decided [12, 13].

2 Background of Study

Wind prediction is important before any wind power plant project can be started.
Potential benefit of a wind site can be retrieved by manufacturers even there was
no local data for a particular site. Estimation of that particular site can be done by
obtaining the data from the nearest wind measuring station. Beccali et al. [14]
Serporta had used a neural network method, which called Generalized Mapping
Regressor (GMR) to generate the wind velocity through the training to the neurons
for Sicily. So, the wind speed behaviour must be obtained in order to utilise this
approach. Authors used Matlab to generate coding for the estimation [14].
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In terms of wind speed analysis, Bivona et al. [15] analyzed hourly wind speed
in Sicily by using Weibull distribution function. They used the meteorology
department’s wind data to study on the characteristics of wind speed at nine
locations in Sicily. In that particular research, the fitness of the Weibull distri-
bution function to the wind speed was clearly be seen.

Apart of that, Louka et al. [16] introduced some modelling that applied in
Greece. For instance, University of Athens used SKIRON modeling to forecast the
wind speed for 5 days ahead. At the same time, Regional Atmospheric Modeling
System (RAMS) was developed at Colorado State University and Mission
Research Inc. ASTeR Division. RAMS can forecast the wind in 48 h later. In
addition, adaptive fuzzy neural network (F-NN) also applied for the wind power
prediction for 120 h ahead. However, these methods cannot handle the systematic
errors which are caused by the local adaptation problems. The authors proposed
Kalman filtering to improve the performance of aforementioned methods. It is one
of the statistical optimal sequential estimation procedures for dynamic systems.
Results show that the systematic errors can be eliminated by using Kalman
filtering.

For this paper, the prediction of the wind speed is done by using Mycielski
algorithm and K-mean clustering statistical method. Mycielski approach is a data
compression method which has been widely used in communication engineering.
This method fully utilises the history data as the reference for the prediction value.
Mycielski method is actually the advance version of the Limpel Ziv (LZ). The
research on hourly wind speed prediction in Turkey had been done by Hocaoglu
et al. by using Mycielski approach [17]. It is a new approach in wind power
prediction. Authors had analysed and predicted the wind speed in Kayseri, Izmir
and Antalya. The result of prediction is promising and very close to the actual data.
The comparison of data fitting for both actual and predicted data had been done by
using Weibull distribution function. The comparison had proven the accuracy of
the predicted result.

In 2011, same group of researchers had modified the algorithm in order to solve
the looping problem by adding the random number into the predicted data [18].
The modified algorithm called Mycielski-1 and Mycielski-2. In Mycielski-1, the
random number in between -0.4 and 0.4 is added into the predicted value. This
random number can be changed according to the requirement of the research.
Meanwhile, the history data were rounded to the nearest integer number and
divided into a few cluster in Mycielski-2. The prediction is done by randomly
select the history data from different cluster. In addition, authors also made the
comparison between the modified Mycielski approach and Markov chain.

On the other hand, the K-mean clustering is a statistical method that arranges all
data into few clusters. The number of cluster is determined by the user. However,
there was a research shown that the optimal number of clusters is 4. This is due to
the quantization error for 4 number of clusters is reduced dramatically if compare
with 1–3 clusters [19]. J. Asamer and K. Din used K-mean clustering to predict
the velocities on motorways. In the particular paper, the cluster is divided into
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4 cluster centre. Besides, there are some researchers like Bishnu and Bhattacherjee
[20] used the K-means clustering together with neural network algorithm to predict
the software fault.

Once the prediction of the wind speed had been done, the suitable wind turbine
for Malaysia can be chosen by referring to the international wind turbine speci-
fication. So, government can seek for the professional opinion from the wind
turbine providers regarding the suitable wind turbine. According to the interna-
tional wind turbine specification, there are IECI, II, and III which means high,
medium and low wind respectively.

3 Methodology

According to the meteorological data obtained from the meteorology department
Malaysia, the anemometer at Kudat was placed at latitude 6�550N and longitude
116�500E. It is also equivalent to latitude 6.916N and longitude 116.83E. By using
FirstLook software provided by 3TIER, the actual place of the location of the
anemometer can be found. The location of the anemometer in Kudat is shown in
Table 1. The global wind rank calculated by FirstLook software is 66 %. 3TIER
claims that 80 % of the wind project can be done if the wind rank is higher than
65 %. In addition, most of the wind projects can be found at the area which has the
wind rank from 80 to 90 % (Fig. 1).

The location of anemometer is facing the Sulu Sea. However, the wind speed is
higher at the coast face to South China Sea. The global wind rank at the coast
facing South China Sea is 80 %. Hence, some amendments are needed to be done
on the mean wind speed provided by the Meteorology Department Malaysia.
Table 2 shows the higher global wind rank obtained by using Firstlook software
(Fig. 2).

According to the wind profile power law, the wind speed listed in Table 1 can
be further adjusted to height of 100 m. This is because the wind speed is higher at
higher altitude. The adjustment is based on the formula:

ux

ur
¼ zx

zr

� �a

ð1Þ

Table 1 The adjusted wind speed (ms-1) to 80 % global wind rank over 4 years

Mth Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual

Year
2007 2.9 3.5 3.0 2.6 2.2 2.3 2.6 2.5 3.2 2.5 3.3 2.4 2.7
2008 2.9 3.0 2.4 2.3 2.9 2.2 2.5 2.1 2.9 2.2 2.1 2.3 2.5
2009 3.0 2.7 2.4 3.0 2.5 2.5 2.9 3.4 3.6 3.2 2.4 3.3 3.0
2010 3.5 3.9 3.4 2.9 2.5 2.3 2.2 2.7 2.3 2.7 2.2 2.3 2.7
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where ux is the wind speed (ms-1) at height of zx (m). ur denotes the reference
wind speed (ms-1) at reference height zr (m). a denotes the constant of wind
assessment during neutral stability which is approximately 1

7 or 0.143.

3.1 Mycielski Algorithm

First of all, the recorded wind data has to be rounded into nearest wind states
before proceeds to the Mycielski algorithm. This step is purposely making the
searching process simpler. The rounding is based on the Eq. (2).

x� yij j � 0:2; x ¼ yi; i� 0 ð2Þ

where x denotes the wind speed; y denotes the value of wind state i is positive
integer represents the iteration of wind state.

For the requirement of this research, there are 12 wind states in total. The wind
state can be tabulated in Table 2.

After the rounding process had done, Mycielski algorithm can be preceded.
Mycielski is an algorithm which performs the prediction on the time series data.
By using the history data, the prediction is done based on the data. The prediction
starts with searching the latest history data back to the earlier history data. The
algorithm will keep searching the exact same history data until the pattern of
searched data never appear in the history data set. Hence, the prediction is done by
taking the data before the algorithm stop. For instance, let the data that need to be
predicted x̂½nþ 1�, where n represents the number of time series data sample.

In order to predict the data precisely, the difference of predicted x̂½nþ 1� and the
actual value of x̂½nþ 1� should be minimum. The history data, fn can be expressed
as the function as shown in Eq. (3)

Fig. 1 The location
of anemometer in Kudat
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fn ¼ ðx½1�; x½2�; . . .; x½n� 1�; x½n�Þ ð3Þ

The searching process of the algorithm is started from the latest data x[n] back
to x[1]. The main objective of this algorithm is to find the longest pattern of the
history data which match the pattern of current data. Hence, the pattern searching
is started from the shortest history data, in this case will be x[n]. If the value of
x[n] was happened in the history data, the algorithm will continue to search the
pattern of (x[n - 1], x[n]). The algorithm will make a prediction when there is no
same pattern can be found in the remaining history data sample. For example, the
pattern of (x[n - 1], x[n]) was happened in (x[5], x[6]) before, and there is no
pattern of (x[n - 2], x[n - 1], x[n]) can be found in the history data. Hence, the
algorithm will halt. The prediction will be done by taking the value of x[7], since
the pattern after (x[5], x[6]) is x[7]. This can be explained by the main philosophy
of this algorithm, which is how the pattern of the data in history is, and then the
current data will be the same pattern. Referring to the previous works which had
done by Fidan et al. [17, 18], they had created an equation to express the afore-
mentioned prediction process. The particular equation is shown in Eq. (4):

m ¼ arg max
L
fx½k� ¼ x½n�; x½k � 1� ¼ x½n� 1�;

fnþ1 ¼ x̂½nþ 1� ¼ x½m�
ð4Þ

Fig. 2 The proposed
location of wind turbine

Table 2 The iteration of wind state

i 0 1 2 3 4 5 6 7 8 9 10 11 12

yi (ms-1) 0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
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Although it was not written in the papers published, it is believed that the
symbol L in the equation represents the location of the longest pattern found in the
history. Due to the prediction value will be the data after the longest pattern.
Hence, the prediction value can be expressed as arg max

L
½n� Lþ 1�. As mentioned

earlier, the prediction value is x̂½nþ 1�, so the prediction value can be expressed as
in Eq. (5).

x̂½nþ 1� ¼ arg max
L
½n� Lþ 1� ð5Þ

There was a cyclic fault happened in the earlier version of Mycielski approach.
Hence, Mehmet Fidan, Fatih Onur Hocaoğlu and Ömer N. Gerek had modified the
approach by adding the random number range from -0.4 to +0.4 to the predicted
value and make it Mycielski-1 approach. However, the randomness of the number
will cause the predicted result become unreliable. Due to this reason, authors had
figured out another solution which is obtaining the average difference, davg from
the history data in this paper. The principle of obtaining the davg is same as the
principle of Mycielski, which is the transitional behaviour of wind speed. Basi-
cally, the davg can be obtained by taking the difference between the months and
find the average for past few years depends on the available data. The result shown
this kind of random number finding is more reliable than the original Mycielski-1
approach. The details of findings will show in next section.

Then, the random number will be added into the predicted value. Once the
prediction had done, the predicted value will be updated in the history data. Then
the next prediction x̂½nþ 2� can be done based on the updated history data.

3.2 K-Means Clustering

K-means clustering is one of the data mining methods by grouping all the data
with the similar mean into a cluster. There may be a lot of clusters in a certain
analysis. However, the optimal cluster number with the least error is 4 [19]. For
this research, the optimal cluster been found from the hierarchical analysis by
using Ward’s method is 2. Due to the comparison purpose, 4 clusters analysis will
be presented in this paper also.

In order to compare the efficiency of Mycielski and K-means clustering, the
same data is used for the wind speed prediction computation. The wind speed data
ranges from 2007 to 2009 are used for algorithm training. Meanwhile, the wind
speed in 2010 will be used as the tester.

First of all, the optimal clusters solution must be identified before the com-
putation started. The number of cluster might affect the accuracy at the end of the
prediction. Once the number of cluster had been determined, the initial center of
cluster of the data should be obtained. For this paper, the initial centers of clusters
were chosen based on the largest and the lowest values. The classification of the
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initial center of cluster might be varied for different research. The most of
important part of the K-means clustering is the distance between the data and the
center of cluster. The algorithm will stop when the shortest distance between the
data and the center of cluster is achieved. The distance is calculated by using
Euclidean distance. The Euclidean distance is formulated as in Eq. (6).

Dn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn � xiÞ2 þ ðyn � yiÞ2

q
ð6Þ

where Dn represents the distance between nth data and the center of cluster;

xi and yi denote the coordinate of the ith center of cluster;
xn and yn denote the coordinate of the nth center of cluster.

The process of finding the shortest distance will stop when the distances of all
data for two consequences are met.

The wind speed prediction is done by obtained the probability of the occurrence
of wind speed in that particular time. The wind speed data is first to be clustered by
using K-means clustering. Then, the trend of the wind speed is studied. Last but
not least, the probability of the wind speed either go upper cluster or lower cluster
or maintain in the same cluster is obtained. In order to have a better prediction
result, the K-means clustering of the wind speed for each month in different years
is obtained. Finally, the prediction is done by using the probability tree method.

4 Results and Analysis

Table 3 shows the wind speed obtained from meteorology department Malaysia
after apply wind profile power law and rounded up process. The wind data in year
2010 is purposely shown for reference. After round up process, the Mycielski
approach is applied in order to obtain the prediction for year 2010. The random
number for each month is shown in Table 4.

Mycielski approach is applied in order to make the prediction for the wind
speed in year 2010. The random number as shown in Table 5 is added into the
predicted wind speed.

The graph of obtained wind speed and predicted wind speed can be illustrated
in Fig. 3. As shown in the graph, the shape of the graph is look alike for obtained

Table 3 The round up wind speed in Kudat

Mth Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Year
2007 3.5 4.5 3.5 3.5 2.5 3.0 3.5 3.0 4.0 3.0 4.0 3.0
2008 3.5 3.5 3.0 3.0 3.5 2.5 3.0 3.5 2.5 2.5 2.5 3.0
2009 3.5 3.5 3.0 3.5 3.0 3.0 3.5 4.5 4.5 4.0 3.0 4.0
2010 4.5 5.0 4.5 3.5 3.0 3.0 2.5 3.5 3.0 3.5 2.5 3.0
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and predicted wind speed. However, there is much difference in September. This
will be considered as the prediction error.

For K-means clustering, the wind speed data for 2007–2009 were sorting in
ascending order. As in Fig. 4, the minimum wind speed is 2.1 ms-1 in August
2008 whereas the highest wind speed is 3.6 ms-1 in September 2009.

By using the wind speed data in Table 1, the center of clusters for 2 clusters and
4 clusters methods are shown in Tables 6 and 7 respectively. Meanwhile, the wind
prediction by using K-means clustering is shown in Table 8. Result as shown in
Table 8 can be illustrated in Fig. 5 (Table 8).

5 Discussion

The Mycielski algorithm delivers a good prediction for the mean wind speed in
Kudat, Malaysia. By using Mycielski-1 approach, the wind speed for year 2010 is
predicted. From the result in Fig. 6, the lowest accuracy is about 55 %. In terms of
the monthly comparison, the prediction results for February, March, June, and
August are perfectly matched with the obtained data. The smallest percentage of
difference is in April whereas the largest difference is in September. However, by
looking into the history data for September in 2007, 2008 and 2009 respectively,

Table 4 The average difference (davg) for each month from 2007 to 2009

Mth Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

davg 0.3 0.3 -0.7 0.2 -0.3 -0.2 0.5 0 0.7 -0.8 0 0.2

Table 5 The rounded up prediction wind speed in 2010 after add in davg

Mth Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Prediction (ms-1) 3.5 5.0 4.5 4.0 2.5 3.0 4.0 3.5 5.5 4.5 4.0 2.5

Fig. 3 The graph of
obtained and predicted wind
speed for 2010 using
Mycielski-1
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Fig. 4 The wind speed from 2007 to 2009 in ascending order

Table 6 The K-means
clustering using 2 clusters

Cluster 1 2

Center of cluster (ms-1) 2.39 3.12

Table 7 The K-means
clustering using 4 clusters

Cluster 1 2 3 4

Center of cluster (ms-1) 2.21 2.5 2.99 3.42

Fig. 5 The comparison
between actual and predicted
wind speed
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the wind speed is relatively high in this month. Mycielski approach assumes that
2010 is having higher wind speed in September. Same goes to July and November.
The large difference of the obtained and predicted wind speed is considered as the
computing error. However, the overall result shows that Mycielski-1 approach is
successful to predict the wind speed in 2010. This prediction algorithm is suitable
for hourly, monthly, and yearly wind speed prediction. For the future work, it is
recommended to consider the capacity factor of the wind site as well.

Table 8 The predicted wind speed by using K-means clustering

Mth (ms-1) Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2 Clusters 3.12 3.12 2.39 2.39 2.39 2.39 2.39 2.39 3.12 2.39 2.39 2.39
4 Clusters 3.42 2.99 2.21 2.21 2.21 2.21 2.99 2.5 3.42 2.5 2.21 2.5

Fig. 6 The graph of accuracy for wind prediction using Mycielski-1 in 2010

Fig. 7 The accuracy of wind prediction using 2 and 4 clusters
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On the other hand, in terms of accuracy of the prediction, the comparison of
2-means clustering and 4-means clustering is done as shown in Fig. 7.

From Fig. 7, the accuracy of each month is more than 70 % except in
September 2010. The same reason applied in this error. By looking into the
comparison of accuracy between 2-means and 4-means clustering, the 2-means
clustering has higher overall accuracy if compared with the latter. In 2-means
clustering, the average accuracy for 2010 wind speed prediction is 86.14 %
whereas 4-means clustering is 3.51 % less than that, which is 82.63 %. Although
the different of accuracy is not significant, the efficiency of determining the
number of means is determined.

6 Conclusion

In conclusion, the Mycielski algorithm has average accuracy of 81.35 %. It means
that this algorithm can predict well on the wind speed of Kudat. The wind speed
for year 2010 is predicted and there are 9 out of 12 months have accuracy more
than 70 %. On the other hand, for the 2-means clustering and 4-means clustering,
the average accuracy is 86.14 % and 82.63 % respectively. In terms of prediction
value, the 2-means clustering has 92 % of predicted wind speed is more than
70 %. Meanwhile, 4-means clustering has same amount of month that predicted
the wind speed which accuracy achieved more than 70 %. Hence, the result shown
that the prediction methods presented in this paper are reliable especially K-means
clustering with the number of cluster obtained by using Ward’s cluster analysis. In
order to get more reliable result, it is better to have a huge history data as the
database. The algorithm can be more precise due to the search process has more
data to be compared. In the Mycielski-1 algorithm, the random number is added to
the prediction value purposely to eliminate the recurrence error in predicting the
wind speed. The proposed algorithm in finding the random number gives prom-
ising result. In order to analyze using K-means clustering, the computation tools
are necessary in order to calculate a large number of Euclidean distances. Last but
not least, the wind speed in Kudat shows that Malaysia can develop the wind
energy as the mean wind speed is beyond the cut in speed of most of the wind
turbines. However, the selection of the wind turbine is actually the key of success
of this planning. In a nutshell, the utilization of wind speed prediction can lead to a
good development in green energy Malaysia.
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Genetic Algorithm Based Multi Objective
Optimization of Building Design

Faranak Ebrahimnejad Farahani and Armin Ebrahimi Milani

Abstract Cost of materials using to build any structure such as residential,
commercial or even industrial buildings is one of the most major concerns of
architectures and civil engineers which it mainly affects their design in recent
years. Beside this important fact on optimal designing, one can consider more
optimizations for his/her design in reducing the cost of energy. In this chapter a
new procedure is proposed to optimize the buildings’ design considering a balance
between different spends including materials and annual energy consumption to
reduce the overall cost of construction and proper permanent service providing
respectively, with an acceptable saving. Genetic Algorithm (GA) is used to
overcome this multi objective optimization problem which it is considered to be
one of the proper solutions due to existing limitations and its advantages. Proposed
GA is fully discussed and the effectiveness of the procedure is examined through
different numerical results and experimentations.

Keywords Building design � Multi-objective optimization � Construction
material cost � Air conditioning cost � Lighting cost � Genetic algorithm

1 Introduction

The building design involves the use of various types of systems, which can vary
depending on the specific design objectives, the project location, the knowledge of
the designer, etc., all of which lead to many different design configurations.
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This can be observed by examining low energy building demonstration projects
from around the world [1].

These projects depended on trial and error optimization using dynamic energy
simulation tools, coupled with the knowledge of the designers. Simulations are
normally used in a scenario by scenario basis, with the designer generating one
design and subsequently having a computer evaluate it. This can be a slow and
tedious process and typically only a few scenarios are evaluated from a large range
of possible choices. Although a reduction in the energy use of residential buildings
can be achieved by relatively simple individual measures, very high levels of
performance require the coherent application of measures, which together opti-
mize the performance of the complete building system [2].

The use of design guidelines is one way that designers try to optimize building
performance. There are various books and papers that give specific guidelines on
how to design energy efficient houses.

The difficulty of using design guidelines is that they are generally dependent on
the climate where they were developed and the specific technologies that were
used in their development. Another drawback of using guidelines is that they are
generally developed assuming ideal conditions. There may be situations where a
solar house is built on a property that is not directly facing south or that is partially
shaded, where existing design guidelines would perform poorly [3].

Early most related studies refers to Gero and Radford [4] which they suggested
the use of dynamic programming to select window size and glazing materials in
order to minimize energy consumption in 1978.

Wilcox [5], O’Neill et al. [6], Sander et al. [7] and Sullivan et al. [8] in 1993
used regression analysis on data created by parametric Department of Energy
(Developed by the DOE) building simulation software several runs to optimize
design parameters of buildings in 1993.

Simplified procedures such as LT method [9], a way of estimating the combined
energy usage of lighting, heating, cooling and ventilation systems to enable the
designer to make comparisons between options, use energy graphs to explore the
impact of a few key building design parameters but are unable to handle the high
level of detail and complexity.

GAs have been used in building applications related to energy consumption,
mostly to optimize the sizing and control of Heating, Ventilation and Air
Conditioning (HVAC) systems [10–12].

However, Caldas and Norford [13, 14] described the development and testing of
a new generative design system during the years 1999 and 2000. Their Generative
System consists of a method for creating new designs, a procedure to evaluate
them, and a mechanism to evolve solutions towards an improved performance in
terms of the selected criteria. It uses a Genetic Algorithm as a search engine
and also the DOE-2.1E software to assess the use of natural lighting, thermal
performance and yearly energy consumption.

Furthermore, in 2001, they investigated the possibility of encoding architectural
design intentions into a generative design system [15], while in 2003, their studies
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using Genetic Algorithm not only showed successful results in designing and
controlling of HVAC Systems but also in optimization of building envelopes [16].

Recent works relates to different optimization methods, followed by authors in
order to optimize energy consumptions in building designs; the interactions
between cooling and lighting energy use in perimeter spaces were evaluated as a
function of window-to-wall ratio and shading parameters is studied in [17]. In [18]
Genetic Algorithm is used to select optimal values of a comprehensive list of
parameters associated with the envelope to minimize energy use for residential
buildings. Proposed framework in [19] starts with a building design and optimizes
it, providing to the architect many variations that minimize both energy con-
sumption and construction cost.

Although in most of these works all objectives proposed in this chapter are not
considered simultaneously or some of main conditions and limitations are not fully
studied but their procedures are noticeable.

In this chapter, a new procedure is proposed in order to optimize not only the
cost of building construction relates to different materials but to reduce the energy
cost of the building including the energy consumption for air conditioning and
lighting. Some related methodologies are applied to different parameters compu-
tation. Moreover, Genetic Algorithm is used in order to solve this multi-objective
optimization which it demonstrated to be well suitable due to the non-linear nature
of the proposed problem. In this chapter, all existing limitations and constraints are
applied to this algorithm while the effectiveness of proposed method is illustrated
in two different scenarios.

2 Mathematical Modeling and Problem Formulation

In order to calculate the heat energy transferring through each surface of the
building including roof, walls and windows well know Newton’s Cooling Law is
used.

Newton’s Law is mathematically stated by the simple first-order differential
equation as follow:

dQ

dt
¼ H:A Tenv � TðtÞð Þ ¼ �H:A:DT ð1Þ

where,
Q Thermal energy in joules
H Heat transfer coefficient
A Surface area of the heat being transferred
T Temperature of the object’s surface and interior (since these are the same in

this approximation)
Tenv Temperature of the environment
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Moreover, DT � TðtÞ � T is the thermal gradient between environment and the
object.

To make it more accurate in calculating interior temperature of the building,
one can follow Gaussian procedure. Figure 1 represents a thermal network scheme
for a sample building. Thermal reflection lines in Fig. 1 clearly illustrate how
Gaussian Law can be used to consider the heat reflecting inside the building.

This method can also be expanded by considering some specific interior design
objects such as brick walls and fireplaces or even sample furniture such as sofas for
residual or desks for commercial purposes which is formal in recent building
designs.

For second part of proposed optimization problem it is necessary to calculate
the amount of lighting requires for each design solution, So that, the optimal
solution should either provide enough lighting for the building and consumes less
energy.

The amount of luminaries required to light a space to a desired average illu-
mination level (foot candles) can be calculated knowing certain characteristics of
the room and light source. The following method is the zonal cavity method of
calculation average illumination level, which is widely used in this chapter:

Area

Luminaire
¼ N � Lumens per lamp� CU �MF

Eav
ð2Þ

Fig. 1 A thermal network
scheme for a sample building,
Gaussian procedure (Source
[20])
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where,
N Number of lamps
CU Coefficient of Utilization
MF Maintenance Factor
Eav Recommended average illumination level

As it is clear in (2), recommended average illumination level is the result of
solving the equation which it is a function of other variables such as lumens per
lamp and number of lamps. This is while, for solving the proposed method this
equation is used in reverse direction. It means that in proposed algorithm, rec-
ommended average illumination level is fixed during the computation process and
the number of required lamps is maintained from the equation. With this defini-
tion, the Eq. (2) can be rewritten as:

N ¼ Area per luminaire� Eav

Limens per lamp� CU �MF
ð3Þ

The Coefficient of Utilization CU is a factor that reflects the fact that not all the
lumens produced by a luminary reach the surface. It depends on the particular light
fixture used as well as the characteristics of the room in which it is placed,
including the room size and the surface reflectance of the room. If the specific
luminary is used, CU factor obtains from the manufacturer where usually included
in product catalogs. Moreover, one can find it easily in standard tables for typical
luminary such as in [21].

The Maintenance Factor (MF) is a fraction that represents the amount of light
that will be lost due to things such as dirt on lamps, reduction of light output of a
lamp over time, and similar factors. The following items are the individual
components of the MF. So that MF is another factor in this equation which is fixed
for each kind of product and is reachable by standard tables such as in [21].

Knowing the reflection coefficients of the ceiling, walls, window and door of
the building which are mainly related to their materials, and also regarding the
type of the luminary, maximum distance between each luminary, MF and CU,
recommended average illumination level (Eav) is determined in accordance with
the standards provided by Illuminating Engineering Society of North America
(IESNA) such in [22] which is depending on room type.

For this purpose it is also necessary to calculate the space index for direct, semi-
direct and uniform distribution light by following equation:

Kr ¼
L�W

h� ðLþWÞ ð4Þ

where,
Kr Space Index
L length of the room
W Width of the room
h Installation height of the light from flooring
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Considering these methodologies, Genetic Algorithm is used to solve the
proposed optimization problem in next steps.

3 Proposed Genetic Algorithm and Its Parameters

Genetic Algorithm (GA) was first proposed by Holland [23] in the early 1975s.
This algorithm follows an adaptive method simulating the evolutionary process in
nature and is based on the principle of nature selection and best survival. So that it
is one of the optimization methods based on heredity and evolution [24].

Unlike traditional optimization methods, Genetic Algorithm is a robust search
method requiring little information to search effectively in a large or poorly
understood search space. Moreover, it has no prerequisite on the type of functions
that it can handle, where the function is discrete or multimodal in nature.

The most important difference between this algorithm and most other heuristic
methods is that a GA works on a population of possible solutions, while other
heuristic methods use a single solution in their iterations. Meanwhile, GA is
probabilistic, not deterministic. Considering all these advantages and nature of
proposed optimal building design determination problem, GA can be a proper
evolutionary method to well solve this type of problems. A flowchart describing
main steps in basic Genetic Algorithm is illustrated in Fig. 2.

3.1 Chromosomes Coding

For proposed problem and before proceed with Genetic Algorithm to solve optimal
design determination it is necessary to code the type of each building materials,
their dimension, lighting aspects of the building and etc. Hence, coding of the
potential solution is the first important aspect of a correct implementation of the
GA, while, a proper coding will result not only in better solutions but in fast
computations.

For proposed problem, a binary coding is used in order to representing the
chromosomes’ structure. The main propose of choosing binary coding instead of
other chromosome descriptions such as decimal value encoding is that in binary
coding one can easily arrange different kind of units together in a one string. For
instants, an specific genomes of a binary coded chromosomes can represent an
specific unit such as type of materials where another specific genomes can define
dimensions. This is while, with this point of view, there would be neither any
concern using units nor about nonlinear equation.

So that, the chromosomes consist of substrings are including different type of
genomes, all in binary codes representing different type of units. A typical binary
coded chromosome is illustrated in Fig. 3.
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3.2 Fitness Scaling

Fitness scaling converts the raw fitness scores that are returned by the fitness
function to values in a range that is suitable for the selection function. The
selection function uses the scaled fitness values to select the parents of the next

Fig. 2 Basic genetic
algorithm’s flowchart

Fig. 3 A typical binary
coded chromosome
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generation. The selection function assigns a higher probability of selection to
individuals with higher scaled values.

The range of the scaled values affects the performance of the Genetic Algo-
rithm. If the scaled values vary too widely, the individuals with the highest scaled
values reproduce too rapidly, taking over the population gene pool too quickly, and
preventing the Genetic Algorithm from searching other areas of the solution space.
On the other hand, if the scaled values vary only a little, all individuals have
approximately the same chance of reproduction and the search will progress very
slowly.

Rank fitness scaling, scales the raw scores based on the rank of each individual
instead of its score. The rank of an individual is its position in the sorted scores;
the rank of the best fitted individual is 1, the second one is 2, and so on.

The rank scaling function assigns scaled values so that:

• The scaled value of an individual with rank n is proportional to 1ffiffi
n
p .

• The sum of the scaled values over the entire population equals the number of
parents needed to create the next generation

Note that Rank fitness scaling removes the effect of the spread of the raw
scores.

3.3 Mutation

Although, in general, the genetic mutation probability is fixed throughout the
whole search process, due to the fact that in practical application of proposed
problem, a small fixed mutation probability can only result in a premature con-
vergence, an adaptive mutation process is used to change the probability:

pðk þ 1Þ ¼
pðkÞ � pstep if fminðkÞ : unchanged

pðkÞ if fminðkÞ : decreased

Pfinal if pðkÞ � pstep \ pfinal

8><
>:

p 0ð Þ ¼ 1:0

pstep ¼ 0:001

pfinal ¼ 0:05

ð5Þ

where,
k Generation number
p Mutation probability

Note that with this methodology the minimum mutation probability is given as
0.06 due to several experiments done for proposed solution.
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3.4 Crossover

Crossover operator specifies how the Genetic Algorithm combines two individual,
or parents, to form a crossover child for the next generation. Here the scattered
crossover method is used which it creates a random vector and selects the genes
where the vector is a 1 from the first parent, and the genes where the vector is a 0
from the second parent, and combines the genes to form the child. For example, if
P1 and P2 are the parents;

P1 = [a b c d e f g h]
P2 = [1 2 3 4 5 6 7 8]
And the binary vector is [1 0 0 1 0 1 0 0], the function returns the following

child:
Child 1 = [a 2 3 d 5 f 7 8]

3.5 Other Factors

In this study the population size of 150 is considered. More over the crossover
factor for this population size is considered as 0.5, which demonstrates an
acceptable fast convergence by means of several experimental executions. This
factor determines the percentage of population which will contribute to produce
crossover children.

3.6 Constraint

The proposed problem includes several constraints such as minimum size of
windows, minimum and maximum area of building, maximum number of lights
per each square meter, minimum average of lumens provides inside the building,
minimum and maximum installation height of each construction unit and etc. all
these constraint are considered in the algorithm using high penalty factors which
result in elimination of corresponding child from possible solutions.

3.7 Termination

Here the termination criterion is set to stop the process at the time that no sig-
nificant change occurs in fitness, for specified number of generations.

Regarding above mentioned descriptions on how to manage proposed Genetic
Algorithm, this algorithm starts with initial population and continues with eval-
uating each reproduction. This evaluation occurs according to the fitness function
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includes overall cost of building construction materials, air conditioning and
lighting energy consumption as follow:

Ffitness ¼ Min
XDT

t¼0

F1 t; a; bð Þ þ F2 t; a; bð Þ þ F3 t; a; bð Þ: ð6Þ

where, F1, F2 and F3 are objective functions of overall cost of building con-
struction materials, air conditioning and lighting energy consumption, respec-
tively. In this equation, ‘‘t’’, represents the time while Dt indicates the duration of
the time under study. This is obvious that, one can easily define a short-time period
or a long-term optimization by choosing a desired Dt. Moreover, above sub-
functions are dependent to a and b, which represent the temperature and lighting
respectively.

In order to examine the effectiveness proposed optimization method, the dis-
cussed procedure is applied to optimize the design of a hypothetical building
considering above objectives. The building is assumed to be constructed in a
100 m2 area while the construction area is limited to 60 m2 as one of the
constraints.

In this study, Installation height of the light from the ceiling is considered as a
constant value during the computation process. The amount of heat generates from
lights is neglected for simplification. Moreover, it is assumed that existing lights
do not have any portion in lighting the building during the day times and daylight
is adequate for this purpose as itself.

One can include these topics for further studies, while, it can be reachable by
considering the existing lights and windows as a heating point and lighting surface
respectively with specific conduction coefficients.

Table 1 provides required test data for different practical construction materials
includes their technical characters and costs per square meter. Moreover, test data
are available in Table 2 for two different lighting options from Philips technical
catalogue implemented in further examinations, while, the cost of electric energy
is assumed to be 0.0987 $/kWh.

Table 1 Test data for different practical construction materials

Item Option Description Heat conduction
(W/m2�K)

Light reflection
factor (%)

Cost
($/m2)

Wall #1 White oak 0.10 31.4 52.36
#2 White pin 0.63 27.8 41.33

Door #1 Full wood 0.43 14.9 32.00
#2 Beech 0.64 12.6 86.73

Window #1 ASW-T (double
layer-clear glazing)

1.80 8.4 9.23

#2 V-cool (double layer) 1.20 9.2 11.81
Ceiling #1 Wood with rock

wool insulation
0.040 85.2 12.20

#2 Wood with basic insulation 0.057 85.2 10.95
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4 Experimentations and Numerical Results

The examinations is implemented in two different scenarios; in the first scenario the
only objectives of the problem is to optimize the building design considering the
cost of materials as well as air conditioning energy cost, while the second one
includes one more objective which is lighting energy cost.

4.1 First Scenario

In order to implement the first scenario, the air conditioning system data used for
this optimization is a typical HVAC system as ones from General Electric (GE)
technical data sheets.

Table 3 illustrates data performance for five typical models.
Experimental records show that the average service life of a typical HVAC unit

is 10–14 years. With this assumption, the proposed method is used to optimize the
building design for duration of 10 years.

The weather data are taken from meteorological data of years 2001–2011 for
10 years (As in Ref. [25]). These data are then combined to form two average
annual matrixes for day/night temperatures. Where, each matrix includes 364 ele-
ments for each average days/nights temperature of one sample year. This procedure
is repeated for average time of day lights and duration of nights which all data are
taken from Calendar Center of Tehran University Geophysics Institute [26].

Implementing the proposed algorithm with first scenario consideration results in
the construction depicted in Fig. 4.

In this construction the biggest wall in area is situated in south to north direction
with 10 m long. Also there is a big size window on it where the door is situated in
east side wall and opens to resulted long corridor. The resulted surfaces’ dimen-
sions as well as the materials used for each construction unit are shown in Table 4.

Table 2 Test data for different practical lighting options

Lighting option/(model number) Description Watts Lumens

#1/(50/150A/WL) Soft white 150 2,015
#2/(60G25/W/LL) Soft white 60 700

Table 3 Data performance for five typical HVAC models

Product number Total capacity
(kW)

Net sensible
(kW)

Net latent
(kW)

E.E.R. S.E.E.R. Sound
rating (db)

CFM
(L/S)

#1 5.5 4.0 1.5 12.15 14.50 74 307
#2 7.3 5.4 1.9 12.55 14.50 73 378
#3 8.6 6.2 2.4 12.85 14.50 73 484
#4 10.3 6.9 3.4 12.00 14.50 76 495
#5 14.1 9.9 4.2 12.60 15.10 76 743
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As it is clear from these results, since in this scenario there is no any lighting
energy cost consideration, the shape of the construction is determined in a long
corridor which its main side walls face to the sun directions, during more daylight
times, to absorb the most heat. Also, this kind of shape shows almost less indoor
heat loss while its big window south surface of the building undoubtedly has a
significant impact on this result. This is while there would be seven 60 W lights
which will result in high electric energy consumption with total 420 W.

Fig. 4 Resulted construction
by implementing first
scenario

Table 4 Resulted materials and their dimensions in first scenario

Item Selected material Length (m) Width (m) Installation
height (m)

Wall (North) White pine 10.0 3.1 0.0
Wall (South) 10.0 3.1 0.0
Wall (East) 6.0 3.1 0.0
Wall (West) 6.0 3.1 0.0
Door Full wood 1.0 2.2 0.03
Window ASW-T 6.0 2.0 0.2
Ceiling Wood with rock wool insulation 10.0 6.0 3.1
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4.2 Second Scenario

In second scenario, previous objectives are included in proposed optimization
algorithm as well as energy cost reduction for lighting. All data are same as it
mentioned before.

Implementing the proposed algorithm with second scenario consideration
results in the construction depicted in Fig. 5.

Again, in this construction the biggest wall in area is situated in south side
with 10 m long in the same direction as in first scenario. This is while, in this
optimal solution the shape of the building including two connected spaces, instead
of a long corridor, is noticeable.

Again an almost big size window is satiated in the biggest side, where in this
design another smaller window is on the opposite side. The door situates in east
side and opens to small area section of the building.

The resulted surfaces dimensions’ as well as the materials used for each
construction unit are shown in Table 5.

In this design, total numbers of the required lights are decreased to total 300 W
(two 150 W lights) which is resulted in total energy cost for lighting the building.
Moreover, the resulted design demonstrates not only less energy loss and con-
sumptions for air conditioning but also in construction materials cost. As it is clear

Fig. 5 Resulted construction
by implementing second
scenario
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from these results, proposed algorithm is followed all considered objectives
properly with a reasonable saving in construction and daily service costs. Figure 6
illustrates fitness of 150 individuals during the algorithm performance.

5 Conclusions

In this chapter a new procedure was proposed in order to reach optimal design for
buildings. In this optimization problem, three main objectives was considered to
either reduce the total cost of construction and also the energy cost of daily
services; conditioning and lighting the building.

Table 5 Resulted materials and their dimensions in second scenario

Item Selected material Length (m) Width (m) Installation
height (m)

Wall (North–East) White oak 5.0 2.8 0.0
Wall (North–West) 5.0 2.8 0.0
Wall (South) 10 2.8 0.0
Wall (East) 5.0 2.8 0.0
Wall (East–North) 2.0 2.8 0.0
Wall (west) 7.0 2.8 0.0
Door Full wood 1.0 2.2 0.3
Window (North) V-cool 1.5 1.3 0.9
Window (South) V-cool 6.0 1.3 0.9
Ceiling (North) Wood with basic insulation 5.0 2.0 2.8
Ceiling (South) Wood with basic insulation 10.0 5.0 2.8

Fig. 6 Fitness diagram for 150 individuals
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Genetic Algorithm was used to well solve the proposed problem which its
advantages made it to be one of the proper and easy applying algorithms.

Fully discussed about the proposed methodology and also proposed Genetic
Algorithm including its structure and operating factors, proposed procedure was
implemented in two different scenarios; no energy cost of lighting was considered
in first scenario and in second one the lighting energy cost was considered beside
other mentioned main objectives.

In both these scenarios, experimentations demonstrated a reasonable by
choosing best fitted construction materials and lights. This is while, resulted design
depicts an optimal trade-off between construction costs and the total cost of energy
consumption in the building including air conditioning and lighting.

For further studies, one can consider more interior and out-door design objects
which will result in extra computations with same methods. Moreover, it suggested
that proposed procedure to be examined with some other optimization algorithms
to test the possibility of the implementation and to compare the computation
speeds. Regarding to the parallel multi-objective optimization nature of the dis-
cussed problem, further studies can be done in solving the proposed method using
different improved GAs such as Non-dominated Sorting Genetic Algorithm-II
(NSGA-II) where it seems that desirable results can be expected like author’s
recent similar experiments in [27]. The last suggestion refers to applying different
mathematical calculation methodologies such as the one is proposed by [28] in
order to consider extra insulation units for different parts of the building which will
result in more savings with heat energy loss reduction.
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Mathematical Modelling of the Influence
of Thermal Power Plant on the Aquatic
Environment with Different
Meteorological Condition by Using
Parallel Technologies

Alibek Issakhov

Abstract This paper presents the mathematical model of the thermal power plant
in cooling pond under different meteorological conditions, which is solved by
three dimensional Navier-Stokes equations and temperature equation for an
incompressible fluid in a stratified medium. A numerical method based on the
projection method, which divides the problem into three stages. At the first stage it
is assumed that the transfer of momentum occurs only by convection and diffusion.
Intermediate velocity field is solved by method of fractional steps. At the second
stage, three-dimensional Poisson equation is solved by the Fourier method in
combination with tridiagonal matrix method (Thomas algorithm). At the third
stage it is expected that the transfer is only due to the pressure gradient. The
compact scheme was used to increase the order of approximation. Then the basic
laws of the hydrothermal processes depending on different hydrometeorological
conditions were determined qualitatively and quantitatively approximate.

Keywords Stratified medium � Thermal power plant � Large eddy simulation �
Parallel technologies

1 Introduction

Environment—the basis of human life, as mineral resources and energy are pro-
duced from them. Moreover they are the basis of modern civilization. However,
the current generation of energy cause appreciable harm to the environment,
worsening living conditions. The basis of the energy—are the various types of
power plants. But power generation in thermal power plants (TPP), hydro power
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plant (HPP) and nuclear power plants (NPP) are associated with adverse effects on
the environment. The problem of the interaction of energy and the environment
has taken on new features, extending the influence of the vast territory, most of the
rivers and lakes, the huge volumes of the atmosphere and hydrosphere. Previously,
the impact of TPP on the environment was not in first priority, as before to get
electricity and heat had a higher priority. Technology of production of electrical
energy from power plant is connected with a lot of waste heat released into the
environment. Today the problem of influence of the nature by power is particularly
acute because the pollution of the atmosphere and hydrosphere increases each
year. Figure 1 shows that the energy consumption scale is increasing year by year,
as a result the negative impact of energy on the environment increases too. In the
terms of energy primarily guided feasibility in terms of economic were costs, but
now the most important issue in the construction and operation of energy is their
impact on the environment. Another problem, of TPP is thermal pollution of
reservoirs or lakes. Dropping hot water—is a push chain reaction that begins
reservoir overgrown with algae, it violates the oxygen balance, which in turn is a
threat to the life of all its inhabitants. Thermal power plants with cooling water
shed 4–7 kJ of heat for 1 kW/h electricity generation. Meanwhile, the Health
Standards discharges of warm water with TPP should not raise the temperature
higher than 3 �C in the summer and 5 �C in winter of the reservoir’s initial
temperature. As seen in Fig. 2, large proportion of electricity (81.3 %) in the world
is produced by thermal power plants. Therefore, emissions of this type of power
plants to the atmosphere and hydrosphere, provide the greatest amount of
anthropogenic contaminants in it.

Spread of harmful emissions from TPP depends on several factors: the terrain,
environmental temperature, wind speed, cloud cover, precipitation intensity. Speed

Fig. 1 Energy consumption in the world (in billion kWh)

166 A. Issakhov



deployment and increases the thermal pollution area—are meteorology conditions.
Thermal pollution of reservoirs’ or lakes’ water that cause multiple violations of
their state is a one representation of environment danger. Thermal power plants
generate energy through turbines, driven by hot steam and exhaust steam is cooled
by water. Therefore, from the power plants the water flows with the temperature of
8–12 �C above the temperature of the reservoir is continuously transferred to the
reservoirs or lakes itself. Large TPP shed till 90 m3=s of heated water. For
example, according to estimates of German and Swiss scientists, the possibility of
rivers of Switzerland and the upper flows of the Rhine on the heating by stations
heat relief have been exhausted. Hot water at any place of the river should not
exceed more than 3 �C maximum temperature of the river water, which is assumed
to be 28 �C. Following these conditions, the power station of Germany, con-
structed on the Rhine, Inna, Weser and Elbe, is limited by 35,000 MW.

Thermal pollution can lead to tragic consequences. Scientists predict changes in
the characteristics of the environment in the next 100–200 years can cause large
changes in the environment. Figure 3 shows the effect of TPP on the environment.

Let us consider hydrosphere pollution. Heat from TPP mainly is given to the
environment from the water-cooled condenser steam turbines. The value of heat to
the environment depends on the capacity of thermal power plants. Number of
diverted energy to the environment is for condensing power plants from 40 % to
70 % of the thermal energy released by the combustion of fuel.

Thermal effects with through cooling water in and direct-flow-back scheme
inflow and outflow water is limited by the local allowable increase in water
temperature in the source water: river, lake and reservoir. Water supply system has
a number of features of TPP. Almost all of the water to 95 % from total is applied
to cool the condenser coils and auxiliary steam turbines. With up to 5 % of the

Fig. 2 Electricity production in the world by type of power plant (2010), in %
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total value of the water supply to the thermal power plant equipment is generally
irreversible consumption. As a rule, the main building of the condensing power
plant is located directly at the shore line of the river, lake or reservoir-cooler.
Water is supplied to the main unit of heat removal to the environment pumping
stations. After heating it in condensers and heat exchangers, water is discharged to
the surface water body. However, this amount of water is subject only to heating.
Depending on the type of scheme water quantity of heat transfer in the once-
through cooling water circuit for TPP will be minimal and some increase in the use
of systems apply cooling towers. Figure 4 shows a graphical scheme of the cooling
condensers of TPP with the cooling reservoir.

Fig. 3 TPP impact on the environment

Fig. 4 Graphical scheme of cooling condensers of TPP
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2 Background, Methodology and Literature Review

Often, industrial facilities, located on the shores of lakes and reservoirs disposed of
warm water waste products in the form of impurities. If we consider that in the
most developed countries in the cooling of thermal power plants and industrial
facilities will be used by 10 % of water resources, the issues of efficient and
effective use of the reservoir for cooling stations are of great importance. To solve
these problems we need to be able to predict and control the temperature of the
water and the spread of passive pollutants in reservoir. The distribution of tem-
perature and passive scalar affect not only the processes of heat and mass, but also
the process of density stratification. Stratification appears in connection with the
difference between the density of water discharged from the density of the sur-
rounding water in the reservoir, or the presence of impurities in the discharged
water. For example, the heated water is easier, so it is in the form of a jet stretches
a near the free surface. Stable density stratification of water reduces turbulent
exchange between the vertical layers of fluids, especially in the area of the density
jump. In general, hydrothermal regime of the reservoir is formed under the
influence of uncontrollable environmental factors and factors amenable to
regulation.

Strict restrictions associated with the protection of the environment were faced
more often in recent years. According to the rules designer has not limit the
limitation size of ‘‘zone transfer’’ of hot water so that it does not exceed half the
width of the river and occupied no more than half of the total cross-sectional area
and flow. Ignoring these rules may lead to short-term or long-term stopping of
power plant, and therefore the accuracy requirements to structural analysis are
very strict. In fact, emergance of the hydrodynamic problem can be described as a
fully three-dimensional, with irregular boundaries, with the presence of the mass
forces of buoyancy and the velocity of the main flow, which can vary by an order,
sometimes it happens so fast that the important role is played by the effects of non-
stationary. In addition, by certain combinations of conditions, for instance when
the fault-heated water is almost drawn into the upstream region of cooling water,
there are large areas of recycling. The result could be a significant loss of total
operating efficiency of the system.

From the above it follows that the construction of a theoretical model relevant
to real processes occurring in the water-cooler is quite big problem.

One of the first works of hydrodynamics and thermals of reservoirs—cooling
was performed by Bernadskii and Proskuryakov [1]. Their method of calculation
does not take into account the stratification of the environment, so hydrothermal
problem was solved independently from heat. Sometimes the calculation of the
hydrothermal processes reservoir—cooler part of the hydraulic calculation replace
the physical simulation of flow in the reservoir. Reliable information about the
reservoir, of course, give natural measurements in the field, but they are expensive,
considerable difficult to hold them in the winter period. Therefore physical mod-
eling are usually used. However, this method of study has its own difficulties,
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related primarily to the conservation of the similarity criteria. Reduction of the
model to tens and sometimes to hundreds times from the natural scale of the fully
simulated object imposes scales. Accordingly, the greater the degree of overlap-
ping scale there are more difference in the results of the modelling. When the
simulation of overlapping scales achieve similarity of the flow this breaks the
similarity of turbulent mixing, heat transfer.

Now mathematical models are based on transport equations and their numerical
solution by PC [2]. The flow in the reservoir is considered as stationary, the fluid
density is constant. The process of heat transfer in the water body is not fixed and it
is assumed that the inertial forces, the horizontal turbulent exchange and the
change in temperature with depth are negligible. This model allows us to take into
account the influence of the configuration of the reservoir, the bottom topography,
the position of the jet direction levees and meteorological factors, including wind.
The model was used by the authors to model the flow pattern of the temperature
distribution on the area of one of the specific reservoir—cooling in the U.S.

Recently, the theoretical description of phenomena in hydrothermal reservoirs—
coolers are increasingly used by various schemes, taking into account the stratifi-
cation. This involves using two-layer model and the model with continuous
stratification depth. Two-layer models are used when the value of the local density
gradient in a layer called the thermocline is large. In this case, the real picture of the
bundle with a higher degree of accuracy can be schematized as a two-layer flow
profile of a gap at the interface. The caused by dumping heated water in the coastal
zone of the sea was studied in work [3]. Two-layer model is used to smooth the
hydrothermal solutions of the problem with heat transfer to the environment, as well
as the effects of buoyancy and the involvement offluid from the lower layer at the top.

The results of mathematical modeling of hydrothermal regime of reservoirs
associated with hydro accumulating power station were discussed in work [3]. The
water temperature is calculated consistently for the upper and lower layer of the water
reservoir at the well-known one-dimensional model. The annual cycle of temperature
change with homothermy spring as initial conditions was calculated according to this
model. For each horizontal layer thickness of 0.5 m average temperature is defined,
but the calculations were made with an hour time step. The mathematical model
includes elements like: the calculation of evaporation through the surface, selective
withdrawals and outfall, the levels of the free surface, the diffusion coefficients, wind
mixing and calculation of rise and the melting of the ice cover.

A two-dimensional model of vertical mathematical model for the calculation of
the flow and heat transfer in a stratified reservoir has been taken in work [2]. It is
based on equations of continuity, motion and heat obtained from the corresponding
three-dimensional equations using formal averaging the width of the reservoir.
Turbulent exchange coefficients are determined as a function of the local velocity
gradients and temperature.

The most successful mathematical model of the reservoir is proposed in [4],
which deals with the three-dimensional flow. The model includes the equation of
turbulent motion of a thermally stratified fluid in the Boussinesq approximation. As
usual, it is assumed that the distribution by vertical direction is hydrostatic.
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Horizontal sharing is not considered, and a two-parameter model which contains the
equations for turbulence energy and its dissipation rate is used to determine the
vertical turbulent exchange coefficients. A computational algorithm using the iter-
ative method combined with the method of fractional steps is offered for the
numerical implementation of this model. Merit of the work is that the model takes
into account the real borders of the reservoir, bottom relief, as well as the effect of
stratification on the averaged characteristics of hydrothermal regime of the reservoir.

3 Mathematical Models

Numerical simulation was carried out on the Ekibastuz SDPP-I reservoir, located
in the Pavlodar region, 17 km to the north-east of Ekibastuz city, Kazakhstan.
Technical water supply of SDPP-I was carried on the back of the circuit with
cooling circulating water. The surface of the reservoir is at 158.5 m, the area is
19.6 km2, the maximum size of 4 � 6 km, the average depth of 4.6 m and a
maximum depth of 8.5 m at the intake, the volume of the reservoir is 80 million
cubic meters. Selective intake and spillway combined type are used in the reser-
voir. Waste water enters the pre-channel mixer, then through a filtration dam
uniformly enters the cooling reservoir. Water intake is at a distance of 40 m from
the dam at a depth of 5 m. Design flow of water 120 m3=s, and the actual flow rate
varies depending on the mode of TPP within 80–100 m3=s. A real coastal circuit
of Ekibastuz SDPP-I reservoir was constructed for the numerical simulation of this
problem.

In the reservoirs—cooling spatial temperature change is small. Therefore,
stratified flow in the reservoirs—cooler can be described by equations in the
Boussinesq approximation. The three dimensional equations of motion, the con-
tinuity equation and the equation for the temperature are considered for the
mathematical modelling. Let us consider the development of spatial turbulent
stratified reservoir—cooler [5–8]. Three dimensionally model is used for distri-
bution of temperature modelling in a reservoir [9, 10, 19]
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where

sij ¼ uiuj � uiuj ð4Þ

gi—the gravity acceleration, b�the coefficient of volume expansion, ui—
velocity components, v—thermal diffusivity coefficient, T0—the equilibrium
temperature, T—deviation of temperature from the balance.

We start with regular LES corresponding to a ‘‘bar-filter’’ of Dx width, an
operator associating the function f ðx; tÞ. Then we define a second ‘‘test filter’’ tilde
of large 2Dx width associating ~f ðx; tÞ. Let us first apply this filter product to the
Navier-Stokes equation. The subgrid-scale tensor of the field ~ui is obtained from
Eq. (4) with the replacement of the filter bar by the double filter and tilde filter [11]:

sij ¼ ~ui ~uj � ~uiuj ð5Þ

lij ¼ ~ui ~uj � ~uiuj ð6Þ

Now we apply the tilde filter to Eq. (4), which leads to

~sij ¼ ~uiuj � ~uiuj ð7Þ

Adding Eqs. (6) and (7) and using Eq. (5), we obtain

lij ¼ sij � ~sij

We use Smagorinsky model expression for the subgrid stresses related to the
bar filter and tilde-filter it to get

~sij �
1
3

dij~skk ¼ �2C~Aij ð8Þ

where Aij ¼ ðDxÞ2 S
�� ��Sij

Further on we have to determine sij, the stress resulting from the filter product.
This is again obtained using the Smagorinsky model, which yields to

sij �
1
3
dijskk ¼ �2CBij ð9Þ

where Bij ¼ ð2DxÞ2 ~S
���
���~Sij

Subtraction of (8) from (9) with the aid of Germano’s identity yields to

lij �
1
3

dijlkk ¼ 2CBij � 2C~Aij

lij �
1
3
dijlkk ¼ 2CMij
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where

Mij ¼ Bij � ~Aij ð10Þ

All the terms of Eq. (10) may now be determined with the aid of u. Unfortu-
nately, there are five independent equations for only one variable C, and thus the
problem is overdetermined. A first solution proposed by Germano is tensorially
multiply (10) by Sij to get

C ¼ 1
2

lijSij

MijSij

This provides finally dynamical evaluation of C, which can be used in the LES
of the bar field u [12, 13].

Initial and boundary conditions are defined for the non-stationary 3D equations
of motion, continuity and temperature, which satisfy the equations.

4 Numerical Methods

Numerical solution of (1)–(3) is carried out on the staggered grid using the scheme
against a stream of the second type and compact approximation for convective
terms [14–17]. Projection method [7] is used to solve the problem in view of the
above with the proposed model of turbulence. It is anticipated that at the first stage
the transfer of momentum occurs only through convection and diffusion. The
numerical solution of system is built on the staggered grid with usage of the
scheme against a stream of the second type

oun
ox
¼ uRnR � uLnL

Dx

where n can be u,v,w
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2
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2
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and compact approximation for convective member.

f ðxÞ ¼ du

dx
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afi�1 þ bfi þ cfiþ1 ¼
uj � uj�1

h

Factorizing the f(x) and u(x) to Taylor series we can determine a; b; c:
For mathematical interpretation of projection method we can write like that:

1. u��un

s ¼ � run u� � mDu�ð Þ
2. Dp ¼ ru�

s

3. unþ1�u�

s ¼ �rp:

Intermediate field of speed is solved by using fractional steps method with the
tridiagonal method (Thomas algorithm). The second stage is for pressure which is
found by the intermediate field of speed from the first step. Three dimensional
Poisson equations for pressure are solved by Fourier method for one coordinate in
combination with the tridiagonal method (Thomas algorithm) that is applied to
determine the Fourier coefficients. The numerical algorithm for three dimensional
Poisson equation was parallelized on the high-performance system [18, 20].

pi;j;k ¼
2

N3

XN3

l¼0

qlai;j;kcos
pkl

N3

�Aj a!j�1 þ Bj a!j � Cj a!jþ1 ¼ Fj

ajþ1 ¼ ðBj � AjajÞ�1Cj; a1 ¼ B�1
0 C0

bjþ1 ¼ ðBj � AjajÞ�1ðFj þ AjbjÞ; b1 ¼ B�1
0 F0

a!j ¼ ajþ1 a!jþ1 þ bjþ1; a!N2 ¼ bN2þ1

At the third stage, it is supposed that the transfer is carried out only by the pressure
gradient.

5 Results of Numerical Modelling

Initial and boundary conditions were given respectively to solve these problems.
The mesh of 100 � 100 � 100 size was used in the numerical simulation.
Figures 5 and 6 show the solved spatial contours and isolines of the temperature
distribution at different times after the launch of the Ekibastuz SDPP-1, on the
surface, from different angles of view. Figures 7, 8, 9, 10 show the solved spatial
contour, isoline of temperature and velocity vector field at different times in the
different wind directions after the launch of the Ekibastuz SDPP-1, on the surface,
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from different angles of view. In these figures we can see that temperature
distribution strongly depends on wind direction and big part of heat follows in
those directions.

In all figures we can see that the discharge of warm water creates a jet spreading
in the longitudinal direction in the central part of the reservoir. There is a drift of
recirculating flow on the surface, the lateral directions in the shallow part of the
lake. The thickness of the layer of warm water and the temperature near the axis
has changed slightly. At the bottom of the reservoir the most part is directed
mainly towards the water intake. Current cold water is uniform in temperature.
Thus, under a heavy load on the cooling reservoir and shallow enough to observe
the development stratified flow. To achieve the optimal use of the reservoir for
water supply power plants must have an impact on the formation of these currents.

Fig. 5 Contours and isolines of the temperature distribution after 15 and 24 h after the launch of
Ekibastuz SDPP-1, on the surface of the water, the sides view

Fig. 6 Contours and isolines of the temperature distribution through 15 and 24 h after the launch
of Ekibastuz SDPP-1, on the surface of the water, the top view
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6 Discussion

LES is a more universal approach to the construction of closure for large-eddy
simulation models. A necessary condition for the performance of turbulent
closures is the ability to ‘‘subgrid’’ model correctly describe the dissipation of the
kinetic energy of smoothed velocity fluctuations—the ability to simulate the
circuit direct energy cascade from large to small eddies. This stage is the primary
mechanism for the redistribution of energy in the inertial range of three-dimen-
sional homogeneous isotropic turbulence.

The principal advantage of the LES from RANS is that, due to the relative
homogeneity and isotropy of the small-scale turbulence, plotting a subgrid model is
much simpler than the construction of turbulence models for RANS, when it is

Fig. 7 Contours and isolines of temperature and velocity vector field at 15 and 24 h at the north-
west wind after the launch of the Ekibastuz SDPP-1, on the surface, the side view

Fig. 8 Contours and isolines of temperature and velocity vector field at 15 and 24 h at the north-
west wind after the launch of the Ekibastuz SDPP-1 on the surface of the water, the top view
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necessary to model the full range of turbulence. For the same reason, the hope for a
‘‘universal’’ subgrid model for LES are much more reasonable than a similar model
for RANS. Natural price to pay for these important benefits LES is a significant
increase computational cost associated with the need (as in the case of DNS) of
three-dimensional time-dependent calculations on sufficiently fine grids, even in
cases where direct interest to the practice of the average flow is two-dimensional
and stationary. On the other hand, for obvious reasons, the computational resources
required to implement the LES, is much smaller than for the DNS.

The degree of influence of different processes governing the formation of
stratified flows and hydrothermal conditions, the entire body of water can be
divided into two zones: the first (near), directly adjacent to the water outlet
structures, and the second is for the major part of the reservoir. In the near zone
forming stratified flow is influenced by the processes of mixing water discharged

Fig. 9 Contours and isolines of temperature and velocity vector field at 15 and 24 h at the north
wind after the launch of the Ekibastuz SDPP-1, on the surface, the side view

Fig. 10 Contours and isolines of temperature and velocity vector field at 15 and 24 h at the north
wind after the launch of the Ekibastuz SDPP-1 on the surface of the water, the top view
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from the water reservoir and its possible regulation by creating a specific hydraulic
regime in the outfall. In the second zone of hydrothermal regime is formed pri-
marily by the processes of heat transfer. The propagation of heat in this part of the
reservoir is more dependent on the wind (direction and speed). When you reset the
heated water density jump appears in a cold environment between the upper layer
of warm water and cold bottom, where there is a compensation for the direction
toward the spillway. This allows the use of a combined intake and outfall instead
of building costly diversion canals to the spillway. This raises the problem of
optimal choice of the geometrical and operational parameters of the cooling pond
for efficient power plant.

7 Conclusions

All the figures show that the temperature distribution with distance from the flow
approaches the isothermal distribution. The numerical results show that the tem-
perature distribution is distributed over a larger area of the reservoir—cooler.

Thus, using a mathematical model of three-dimensional stratified turbulent flow
can be determined qualitatively and quantitatively approximate the basic laws of
the hydrothermal processes occurring in the reservoirs. And we can see that dis-
tribution of temperature more depend on meteorological conditions.
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